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ABSTRACT
Human Activity Recognition (HAR) system is analysing human behaviour using mobile health
technology. Mobile Health data (MHEALTH) uses electronic devices to collect data and identify
the activity of the patient in real-time. Recordings of 10 patients’ vital signs from various circum-
stances are included in the dataset. With a sensor attached to their bodies, they were required
to carry out a number of physical tasks. Due to the lack of accuracy in the other state-of-the-
art algorithms, we proposed Human Activity Recognition Neural Network (HARNet) architecture
for automatic recognition of human activity using CNN and LSTM with the transfer learning of
SVM. Here, the human health behaviour was analysed and classified using different ML and DL
algorithms. The hybrid techniques of CNN and LSTM are selected across the different DL algo-
rithms and it is used to extract independent and discriminating features, which aids the SVM
classifier to attain good classification. When compared to other DLmethods, HARNet performed
better, achieving 99.8% accuracy. Overall, HAR systems have many potential applications in var-
ious fields, including healthcare, wellness, sports and surveillance. They have relationships to
manydifferent academic disciplines, including sociology, human–computer interaction,medical
and may offer individualized help for different domains.
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1. Introduction

Due to the accessibility of sensors and accelerometers,
the field of HAR has emerged as one of the most popu-
lar research fields [1,2]. To analyse the different human
behaviours connected to health and physical activi-
ties, such as standing, lying down, sitting and walking
mobile health data can be employed. The MHEALTH
dataset is a valuable resource for researchers and
healthcare providers interested inmobile health human
behaviour analysis. It can be accessed through vari-
ous platforms, including Kaggle, MHEALTH Research
Group and ResearchGate. Additionally, the use of sens-
ing capabilities in MHEALTH data collection applica-
tions and MHEALTH apps can enhance the collection
and analysis of health-related data.

In order to evaluate changes in the likelihood of
developing chronic diseases, mobile sensing data can
be utilized to estimate levels of stress indicators [3]. By
validating it against measures of actual and perceived
mental health, stress, sleep length and inflammation,
a mobile sensing collection instrument can be utilized
to measure stress levels [4]. Investigating differences in
health attitudes and behaviours among users of mobile
health apps can be done with their help. After adjusting
for variables inmobile health it will enhance the chance
of health management behaviours [5,6].

In their investigation of human behaviour with
regard to mobile health, Hilty DM and Chan S looked
at smartphone/devices, apps and cognition. Overall,
Mobile Health Human Behaviour Analysis can pro-
vide insights into human behaviour related to health
management andphysical activities usingmobile health
technology [7].

Machine learning has various applications in
MHEALTH data analysis, including classification and
prediction [8], feasibility of machine learning tech-
niques [9], predictive analytics [10], clinical decision
support, population health management, deep learning
and collaboration amongmachine learning researchers.
These applications can help in the development of effec-
tive interventions and treatments for various health
conditions.

Data gathered from several sensors implanted in var-
ious locations on the human body is used to identify
the human activity using a model based on DL. Here,
the hybrid CNN and LSTM with the transfer learning
of SVM architecture is designed to perform the Human
Activity Recognition (HAR). The proposed model pro-
duces the better accuracy compare to other state of art
algorithms.

This study demonstrates the HAR system using
HARNet architecture. Section 2 reviews the existingML
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andDL for recognition of human activity based on their
performance. Section 3 describes the proposed HAR-
Net model used in this work. The performance and
the visualization of the data are further described in
Section 4. Section 5 brings the paper to a close and
identifies potential areas for further research.

2. Related work

Recognizing human behaviour has proven useful for
helping clinicians treat and remotely monitor patients.
It is crucial for medical treatment and diagnosis as
well as determining the likelihood that a patient may
become ill or pass away from specific illnesses or health
issues [11].

Machine learning can be used to analyse human
activity data in various ways. The machine learning can
provide insights into mobile health human behaviour
data using various methods. HAR using DLmodels has
become increasingly popular due to its high effective-
ness in recognizing complex tasks. The deep learning
algorithms such as CNN, RNN, Deep Belief Network,
XGBoost and Auto encoder have been used for HAR
withwearable andmobile sensor networks.When com-
pared to more conventional machine learning meth-
ods, these algorithms have demonstrated encouraging
results in the recognition of complicated tasks while
also being very inexpensive.

The HAR health Model is the best way to safeguard
patients who are at risk of developing chronic heart fail-
ure, other ailments, or contracting a disease. It can also
assist with remote monitoring of patients and provide
an immediate response when a fall is detected [12].

For the purpose of producing incredibly precise per-
formance results, Mo et al. [13] concentrate on feature
extraction and data pre-processing. Here, the author
hybrid theMultilayer perceptron with the CNN. In this
hybrid method, the CNN is for feature extraction. The
MLP is used for activity classification and it achieves
81.8% accuracy which is higher compared to other
state-of-the-art algorithms. The author demonstrates
the hybrid method using CAD-60 Dataset.

Islam et al. [14] suggested using a classification
model to predict myocardial disease. In this study, the
authors attempt to predict human fitness by gathering
information on activity levels at specific times, such as
running, cycling and standing, as well as blood pres-
sure readings. They employed the clusteringmodel, and
their accuracy was 84.66%.

R. Al-Ghannam et al [15] created a mobile-based
application that uses accelerometer data from mobile
phones that were collected during six prayers for a
total of 118 samples to identify different types of prayer
movements, such as standing, bowing, prostrating and
sitting. The accuracy of prayer activity recognition is
performed using a variety of popular classifiers, such
as J48 Decision Tree, Naive Bayes. The comparison

of the algorithms is explained using data mining tool
kit (WEKA). Their respective categorization accuracy
rates are 91.3%, 90.2% and 88%.

Yu et al. [16] use block chain technology to benefit
the sports sector by gathering health data. According
to the publication, block chain is suitable for the sports
business since it is decentralized and safe.

In order to forecast human fitness, Kerdjidj et al.
[17] detect the different daily activities Living using dif-
ferent machine learning algorithms. After combining
the readings from the accelerometer and gyroscope, the
data collecting and classification task initially only use
the accelerometer’s data.

The recruitment processes for javelin throwing were
improved utilizing neural networks, which were based
on a mathematical model developed in this study and
attempted generalization. The Neural Network is used
to employ the recruiting and selection process for
javelin throwing [18].

In [19], Convolutional neural networks, a very pow-
erful deep learning technology that can accurately rep-
resent features, are used by the author to demonstrate
HAR. Triaxial sensors and Inertial Measurement Unit
sensors are taken into consideration as input devices
and placed six sensors: two on the left and right shanks,
two in the middle of the foot and one on the lumbar
region.

In [1], the author explains a data-collecting mod-
ule prototype that they created, which collects patient
data and identifies problematic health statuses to enable
early intervention. Here, an accelerometer built inside
a smartwatch is employed as an input device for arm
position detection, and filtering, normalization, and
feature extraction are used as pre-processing tech-
niques. On chest is taken into consideration as input
device for body posture recognition.

2.1. Main contribution and challenges

• Multiple people: It can be challenging to map
the actions of multiple residents when sensors are
installed in the home environment because there
may be multiple occupants there.

• During data collection: If the data are to be acquired
via sensors, the user must wear many sensors, and
the location of the sensors is problematic since it
influences the outcomes.

• Multiple tasks: It is challenging to identify someone
who is performing multiple tasks at once.

• Classification models with overfitting and under-
fitting potential include decision trees and neural
networks.

• Sensor limitations:When usingmalfunctioning sen-
sors, we are unsure whether the data are accurate.

• Real-time data: A lot of results that were calculated
using conventional datasets could change when real-
time datasets are used.
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• When there are insufficient training data, underfit-
ting can occurwhen using a hybridCNNwith LSTM
and SVM. Therefore, the implementation strategy
must be in line with the data.

3. Proposedmethodology

The three key steps in the creation of the proposed sys-
tem, known as HARNet, are data collection from Kag-
gle, Selection of deep learning algorithm and perform
transfer learning. This entire processingwas carried out
in Python. Figure 1 shows the architecture of HARNet
system.

The pre-trained model is trained with large volume
of data and it can be stored for further process. It can
be used as a starting point for a new machine-learning
task, instead of building a model from scratch. Pre-
trained models can be identified by their architecture
and the dataset they were trained on. Some examples
of pre-trained models are Convolutional Neural Net-
works, VGG [20], ResNet [20] and Inception. A pre-
trained model can be applied to a task either directly or
after beingmodified through transfer learning. Transfer
learning includes taking advantage of the representa-
tions that a prior network has learnt to identify signif-
icant features in fresh samples. The pre-trained model
can then be combinedwith a fresh classifier that is being
trained from start so that the previously learnt feature
mappings can be applied to the new dataset.

3.1. The contributions of this article are
highlighted as below

(1) Data Collection: Collect a dataset of labelled data.
The data should be labelled with the different
human behaviours that you want to classify.

(2) Pre-processing: The data can be pre-processed by
cleaning and filtering the sensor data collected
from mobile and wearable devices.

(3) Feature extraction: The CNN layers are used for
feature extraction on the pre-processed data. The
CNN layers can excerpt spatial features.

(4) Sequencemodelling: The LSTM layers are used for
sequence modelling on the extracted features by
the CNN layers.

(5) Training LSTMModel: Train an LSTMnetwork on
the labelled data. The LSTM network could learn
the features of the data that are associatedwith each
human behaviour.

(6) Fine Tuning: Once the LSTM network is con-
structed, then freeze the weights of the network.
This will prevent the weights from being updated
during the next step.

(7) Transfer Learning with SVM: Add a new layer to
the LSTM network. The new layer should be a
SVM classifier.

(8) Training SVM: Train the Support Vector Machine
classifier on the labelled data. The SVM classifier
should be trained on the extracted features by the
LSTM network.

Figure 1. Human Activity Recognition System Using HARNet.
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Figure 2. Dataset visualization.

(9) Classification: Once the SVM classifier is trained,
it can use it to classify new data. The new data
should be processed by the LSTM network and
then passed to the SVM classifier for classification.
Here, Adam optimizer is used to build the model.

3.2. Data collection and pre-processing

HAR is working based on supervised or unsuper-
vised ML Algorithm. The unsupervised ML does not
require the label in the data set. Based on the dis-
tance between the data points, it groups the data
but the supervised HAR system requires prior train-
ing with a labelled data set. In the proposed work,
the MHEALTH Dataset is used, which is available at
https://www.kaggle.com/datasets/nirmalsankalana/mh
ealth-dataset-data-set-csv.

The body movements and vital signs of 10 partici-
pants while they engaged in a variety of physical activi-
ties are captured in the MHEALTH (Mobile HEALTH)
dataset as shown in figure 2. Sensors that keep track of
the acceleration, rate of turn andmagnetic field orienta-
tion of various body parts are mounted on the subject’s
chest, right wrist and left ankle. Shimmer2 [BUR10]
wearable sensors were used for the recordings [11].

The sensor positioned on the chest also provides 2-
lead ECG measurements which are not used for the
development of the recognition model but rather col-
lected for future work purposes. This information can
be used, for example, for basic heartmonitoring, check-
ing for various arrhythmias or looking at the effects
of exercise on the ECG. All sensing modalities are
recorded at a sampling rate of 50Hz, which is con-
sidered sufficient for capturing human activity. The

supervised HAR system in the HARNet architecture is
intended to identify the following 12 human activities
[21,22].

Class Label 01: Standing still (1min)

Class Label 02: Sitting and relaxing (1min)

Class Label 03: Lying down (1min)

Class Label 04: Walking (1min)

Class Label 05: Climbing stairs (1min)

Class Label 06: Waist bends forward (20x)

Class Label 07: Frontal elevation of arms (20x)

Class Label 08: Knees bending (crouching) (20x)

Class Label 09: Cycling (1min)

Class Label 10: Jogging (1min)

Class Label 11: Running (1min)

Class Label 12: Jump front & back (20x)

3.3. Hybrid CNN – LSTM

It is a hybrid model that aims to combine the strengths
of LSTM and CNNs. In essence, CNN is involved in
feature extraction, whereas LSTM is in control of the
learning objective. Here, the max-pooling layer is used
to introduce the information to the LSTM. After this
procedure, one can use a flattened layer to arrange the
data in a way that allows a dense (fully connected) layer
to read it [20]. The Hybrid CNN-LSTM is represented
in Figure 3.

3.4. Convolutional Neural Network

In numerous applications, including image classifica-
tion, speech recognition, computer vision, object detec-
tion, bioinformatics and video analysis, CNN networks
have been widely used because of their high perfor-
mance [23].

The convolutional layer of the CNN architecture is
described as follows.

F(f , g) = (M ∗ N)(f , g)

=
∑∑

M(f + r, g + t)N(r, t) (1)

Here, the convolutional layer representation is with
(M ∗ N). N refers the 2D filter of size f × g, M refers
the Input matrix and F stands for the output of a 2D
feature map.

The CNN used in HARNET consists of input layer,
convolutional layer, batch normalization and fully con-
nected/dense layer. The input layer takes in the raw
sensor data. In convolutional layer a set of filters is
applied to the input data to extract spatial features. Each
filter slides across the input, performing element-wise

https://www.kaggle.com/datasets/nirmalsankalana/mhealth-dataset-data-set-csv
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Figure 3. CNN-LSTM architecture used in HARNet.

multiplications and summations. Here activation func-
tion (ReLU) is applied after each convolutional oper-
ation, Rectified Linear Unit (ReLU) helps introduce
non-linearity, allowing the network to learnmore com-
plex relationships. The pooling layers down-sample the
spatial dimensions, reducing computation and focusing
on the most informative features. Batch normalization
Helps stabilize and accelerate training by normalizing
the input to a layer. The final dense layers connect every
neurone in one layer to every neurone in the next layer.
The number of neurones in the last dense layer corre-
sponds to the number of activity classes. The activation
softmax is applied to get class probabilities.

3.5. Long Short TermMemory

It is capable of remembering information over long
periods of time and can selectively forget or remem-
ber specific pieces of information. A critical property
from the beginning of the input sequence can be trans-
mitted across a great distance via LSTM units, captur-
ing potential long-distance dependencies. The issue of
the disappearing gradients is one of the major diffi-
culties in training the standard RNN, though. Small
gradient updates hurt the RNN, especially in the ear-
lier layers. As a result, it cannot retain the information
for lengthy sequences. Internal loops are a product of
LSTM, which keeps only relevant input and discards
irrelevant information.

LSTM models are well-suited for HAR systems due
to their ability to learn and remember long-termdepen-
dencies in sequential data, crucial for accurately recog-
nizing human activities. They can directly learn from
raw sensor data, eliminating the need for manual fea-
ture engineering, and handling complex temporal pat-
terns in the data. Their recurrent structure allows them
to remember previous inputs and use them to inform
predictions for future outputs, essential for accurately
recognizing human activities involving sequences of
complex movements. LSTM models have achieved
state-of-the-art results on various HAR datasets and

are widely used in commercial HAR products, such as
fitness trackers and smartwatches.

For each LSTM cell, three separate gates – the input
gate, forget gate and output gate – are used to control
the flow of information.

3.5.1. Step 1: The forget gate
As stated in the following formula, the output value of
the forget gate is calculated using the input value of the
present time and the output value of the most recent
moment.

ft = σ(Wef .[het−1, int]) + bif

where the range of values is (0, 1), Wef is the forget
gate’s weight, bif is its bias, int is the input value for the
present moment, and het−1 is its output value for the
previous instant.

3.5.2. Step 2: Learn gate
The sigmoid layer and the tanh layer are two further
layers in this process. Using the values 0 and 1, the sig-
moid layer must determine whether new data should
be updated or discarded. The tanh layer is in charge
of passing values between −1 and 1, which allows the
weights to be updated. Values are chosen based on their
level of significance.

it = σ(Wei[het−1, int] + bit)

Ct = tanh(wec[het−1, int] + bic)

Here, Wei refers the weight of the input gate, Wec
stands for the weight of the candidate input gate, bic
mention the bias of the candidate input gate and bit
refers the bias of the input gate.

3.5.3. Step 3: The remember gate
The cell contains information thatmust be remembered
at this point. Current cell state is updated using the
following formula and the value range of Ct is (0,1).

Ct = ft∗Ct - 1 + it∗Ct
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Figure 4. Model used in HARNet Architecture.

3.5.4. Step 4: The output gate
The input int and the output het−1 are received as input
values of the output gate at time t, and the output ot of
the output gate is obtained as follows:

ot = σ(Weo[het−1, int] + bio)

ht = ot ∗ tanh(Ct)

Figure 4 depicts the model description used in the
HARNet using Python environment.

3.6. SVM classifier

To apply SVM as transfer learning, the standard SVM
cost function to build a single class object classifier
by learning from similar domains is modified. One
of the supervised learning models is the SVM, which,
given a collection of labelled training data, can classify
fresh data points into various groups [25]. The learn-
ing paradigm known as “transfer learning” allows us
to apply the knowledge we have learned in a particu-
lar field to other, more familiar fields. Here, the SVM
is used as a transfer learning of LSTM with different

modifying the standard SVM cost function. Another
transfer learning architecture based on SVM involves
a multi-source fast transfer learning algorithm. This
algorithm uses MHEALTH data to train the model and
it improves the accuracy of an algorithms.

In addition, LSTM-SVM is used with transfer learn-
ing for automatic defect classification. Figure 5 shows
the LSTM deep learning algorithm with the SVM clas-
sifier. Here, the SVM classifier is used as a transfer
learning of last layer included in the LSTM [8,25–27].

Themathematical formula for transfer learning with
SVM kernel function depends on the specific kernel
function being used [28,29]. Here are some examples
of SVM kernel functions and their equations:

3.6.1. Linear kernel
When the data can be separated linearly, the linear ker-
nel, which is the simplest kernel function, is employed.
The linear kernel’s equation is:

K(x, y) = x ∗ y

Here, K(x, y) is a kernel function and it can be calcu-
lated using the multiplication of x and y inputs.
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Figure 5. Transfer learning of LSTM with SVM used in HARNet Architecture.

3.6.2. Gaussian (RBF) kernel
A well-liked kernel function that can handle data that
cannot be separated linearly is the Gaussian kernel. The
Gaussian kernel equation is as follows:

K(x, y) = exp(−gamma ∗ ||x − y||2)

where gamma is a parameter that controls the width of
the Gaussian.

Here, the Gaussian (RBF) kernel function is working
good compare to other kernel function. A labelled data
set is used to train the LSTM model initially. The soft-
max layer in the LSTM is transferred as a SVM kernel
function.

Backpropagation is used to minimize the loss func-
tion. After that, new data can be classified using the
trained SVM model. Here is an illustration of how
transfer learning can be used to enhance an SVM
model’s performance on a new dataset. LSTM trans-
fer learning is used to improve the performance of the
SVMmodel after initially training a CNN using LSTM
model on MHEALTH data.

The CNN-LSTM model [30] will learn to extract
features that are relevant to the classification task. The
output of the LSTMmodel will then be used to train the
SVMmodel. The SVMmodel will then be able to clas-
sify the label with better accuracy than if it was trained
on the new dataset alone.

3.7. Adaptivemoment estimation optimizer

This optimizer is used to train the model. Stochastic
Gradient Descent, sometimes known as SGD, is an iter-
ative machine learning technique that, after selecting a
random weight vector, optimizes the gradient descent
throughout each search. The advantages of this are
combined with Adaptive Moment Estimation (Adam)
[31,32].

(1) Initialize the Ω = 0.00001 for the step size

(2) Estimates of stochastic moment can be identified
by �1,�2 ∈ [0.0, 1.5]

(3) The stochastic objective function with parameters
β is ϕ(β)

(4) β0 the default parameter is initialized
(5) At time stamp t as 0, the first order F0 and second

order S0 is initialized
(6) While (t = t+ 1) until t is not satisfied

(a) ft = ∇βϕt(βt−1) = gradients at time t
(b) Ft = �1Ft−1 + (1 − �1)ft1 = First order

moment
(c) St = �2St−1 + (1 − �2)ft2 – Second order

moment
(7) Update parameter βt = βt−1 − χ ∗ Ft/(

√
St + λ)

(8) End
(9) Returnβt

The significance of AdamOptimizer is that it adapts
the learning rates for each parameter individually. This
means that it can automatically adjust the step size for
each parameter based on its importance in the opti-
mization process. This is particularly useful for tasks
with high-dimensional and noisy data like HAR. Adam
applies bias correction during the first few iterations,
which helps stabilize the optimization process. The
adaptability to noisy data and efficient convergence are
crucial for achieving high performance. The proposed
HARNet architecture achieves 99.8% accuracy with the
Adam optimizer.

4. Experimental evaluation

4.1. Data collection and pre-processing

The visualization of the many activities in the
MHEALTH dataset utilized in the HARNet Architec-
ture is shown in Figure 6. Every session was captured
on camera for documentation. This dataset is found
to generalize to ordinary daily life activities given the
range of body parts participating in each activity (e.g.
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Figure 6. Visualization of the list of activities in MHEALTH data set.

knee bending vs. frontal elevation of arms), the inten-
sity of the actions (e.g. sitting and relaxing vs. cycling),
and the pace or dynamisms of their execution.

Figure 7 shows the raw data, filtered data, activity
and actual activity changes. It’s crucial to pick the right
validation method for a given dataset. The best tactic is
the hold-out validation method.

In this case, 70% of the dataset is taken into account
for training, and 30% of it is used for testing. To achieve
decent results, we used a hold-out validation technique
[33]. Additionally, we calculated the inferred confusion
Matrix for evaluating accuracy. Figure 8 shows the con-
fusion matrix for the proposed model HARNet. The
classification accuracy for the MHEALTH dataset is
enhanced utilizing the suggested optimization frame-
work, and the accuracy is increased using HARNet
Architecture from 99.5% to 99.8%. Due to the accuracy
of an algorithm, the HARNet deep learning frame-
work is recommended for HAR system. As a result, the
suggested prognostic tool can be used to recognize the
Human activity.

4.2. Training and validation accuracy

The accuracy of the DL model can be graphically
displayed using the Receiver Operating Characteristic
curve. Additionally, it is used to support the validity
of the proposed model. The following Figure 9 dis-
plays the ROC curve representation. The ROC curve
represents the relationship between the false positive
rate (FPR) and the true positive rate (TPR) for vari-
ous threshold values. A typical statistic for evaluating
the effectiveness of various classifiers is the area under
the ROC curve (AUC). A HARNet classifier has an
AUC of 1.0, meaning that higher AUC indicates better
performance [34].

The effectiveness of the recommended model is
compared to current techniques for HAR systems in
this section. Recently, various new methods to detect
human behaviour activities have been proposed by
researchers. With the same starting data set, all alter-
native DL and ML models are compared to the pro-
posed HARNet. The suggested model’s comparison
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Figure 7. Visualization of raw data, filtered data and their activity changes.

Figure 8. Confusion Matrix for CNN+ LSTM, ResNet and Proposed Model.
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Figure 9. ROC curve for CNN+ LSTM, CNN, ResNet and Proposed Model.
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Figure 10. Comparative analysis for HARNet with other state of art algorithms.

Table 1. Summary of classification report.

Name of activity Precision Recall F1-score Support

0 1.00 0.99 0.99 92
1 1.00 0.99 1.00 123
2 0.99 0.99 0.99 123
3 1.00 1.00 1.00 122
4 0.98 1.00 0.99 120
5 0.99 0.99 0.99 84
6 0.96 0.98 0.97 106
7 1.00 0.98 0.99 112
8 0.98 0.97 0.98 116
9 1.00 1.00 1.00 121
10 0.99 1.00 0.99 89
11 1.00 0.98 0.99 52
12 1.00 1.00 1.00 27
Macro Average 0.99 0.99 0.99 1287
Weighted Average 0.99 0.99 0.99 1287

results based on performance measures like accuracy
are shown in Figure 10 and the visualization of classifi-
cation report for the proposed HARNet architecture is
described in Table 1.

5. Conclusion

The main goal of this architecture is to create a reliable
HAR system using data from sensors. In our investiga-
tion, HARNet outperformed all othermachine learning
algorithms, as was the case in many previous machine
learning initiatives. The robust characteristics are addi-
tionally obtained for activity training using CNN and
LSTM. Transfer learning is used via SVM in the LSTM’s
final layer. When compared to traditional ML and DL
algorithms, the proposed HARNet showed significant
advantages. The system’s total accuracy rating is 99.8%,
and it has been tested for 12 different physical activities.
Future work will focus on acquiring and refining addi-
tional trustworthy traits formore accurate and complex
activity recognition in real-time scenarios [24].
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