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ABSTRACT

Ensuring the optimal efficiency of electrical networks requires vigilant surveillance and preven-
tive maintenance. While traditional methods, such as human patrols and helicopter inspections,
have been longstanding practices for grid control by electrical power distribution companies,
the emergence of Unmanned Aerial Vehicles (UAV) technology offers a more efficient and
technologically advanced alternative. The proposed comprehensive pipeline integrates various
elements, including preprocessing techniques, deep learning (DL) models, classification algo-
rithms (CA), and the Hough transform, to effectively detect powerlines in intricate aerial images
characterized by complex backgrounds. The pipeline begins with Canny edge detection, pro-
gresses through morphological reconstruction using Otsu thresholding, and concludes with the
development of the RsurgeNet model. This versatile model performs binary classification and
feature extraction for power line identification. The Hough transform is employed to extract
semantic powerlines from intricate backgrounds. Comparative assessments against three exist-
ing architectures and classification algorithms highlight the superior performance of RsurgeNet.
Experimental results on the VL-IR dataset, encompassing both visible light (VL) and infrared
light (IR) images validate the effectiveness of the proposed approach. RsurgeNet demonstrates
reduced computational requirements, achieving heightened accuracy and precision. This con-
tribution significantly enhances the field of electrical network maintenance and surveillance,
providing an efficient and precise solution for power line detection.
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1. Introduction of autonomous helicopters, flying robots, and climbing

robots; However, automated vision-based examinations
have not yet been successfully deployed in this field

Electricity is becoming increasingly important in mod-
ern communities. It poses major challenges when it

comes to preserving the efficiency, affordability, and
sustainability of the power supply. Visual checks of elec-
trical grids are usually required by energy providers to
prevent power outages and ensure a safe and reliable
energy supply [1]. A combination of low-flying heli-
copters, airborne surveys, and foot patrols and tower
climbs has been used to conduct these periodic checks.
It is common for utilities and contractors to photo-
graph faults and irregularities only, while others pho-
tograph the entire power grid, which includes conduc-
tors and power line parts as well. Detecting possible
defects requires manual examination of the collected
images after the light exposure. As well as being time-
consuming and expensive, traditional inspection meth-
ods are also potentially dangerous since they may come
into contact with live lines and result in death [2]. Sev-
eral attempts have been made in recent years to auto-
mate visual power line inspections, including the use

because of its high accuracy standards and specific chal-
lenges. Rapid innovations in battery and fuel cell tech-
nology [3], cameras, and UAV have greatly enhanced
the feasibility of using UAV's to automate data collec-
tion in automated vision-based power line examina-
tions. To improve the accuracy of the detected lanes,
the author uses an adaptive edge detection algorithm
in the refinement stage after the automatic labelling
phase. The processed images are then used as label
data to train a second stage model, with unidentified
lanes being shielded. The overall effectiveness and pre-
cision of the lane detection system are intended to be
enhanced by this two-stage procedure [4]. This paper
proposes a power line localization algorithm that is
weakly supervised and only uses image level class labels.
An algorithm based on sliding windows and convolu-
tional neural networks (CNNs) is proposed to classify
sub-regions. A sub-region is filtered out if it is classified
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as having no power lines. In order to visualize a power
line’s location, feature maps derived from intermedi-
ate convolutional layers are combined with sub-regions
in an image classified as power lines [5]. An investi-
gation of the importance of each layer is presented in
this article, as well as experiments with fusion features
for image retrieval. The model is used to extract image
feature information. The results demonstrated that the
deep convolutional neural network (DCNN) model’s
fusion feature can improve image retrieval results for
the datasets. AlexNet and Caffe frameworks were used
for extracting image feature information. Two public
image datasets, Inria Holidays and Oxford Buildings,
were used in this experiment to determine the impact
of different datasets [6]. The author experimented with
feeding features to various classifiers by extracting them
from intermediate stages of CNNs and training CNNs
from scratch. A thorough list of recommended usage
practices for CNNs for power line detection is pro-
duced as a result of these tests, which were conducted
again with various architectures and pre-processing
techniques [7]. In this paper [8], described an auto-
nomic vision-based method for segmenting power lines
from optical images captured by UAVs and analyzed
with DLs as the foundation. Power line segmentation
is frequently thought to be a requirement for power
line inspection. The author [9] here demonstrated that
model has a high recognition speed and accuracy, the
Unmanned Aerial System can inspect quickly, saving
time and money while increasing safety. To investi-
gate the capability of Ensemble Learning (EL) algo-
rithms for classifying Remote Sensing (RS) data, used
three EL algorithms: Adaptive Boosting (AdaBoost)
[10], Light Gradient Boosting Machine (LightGBM)
[11], and Extreme Gradient Boosting (XgBoost) [12].
In order to compare the performance of these algo-
rithms on three types of RS data, three types of classifi-
cation scenarios were created: multispectral and hyper-
spectral data as well as PolSAR and high-resolution
multispectral. Using a trajectory between two power
line towers, the author [13] developed an inspection
system for PL. The results of the CNN were satisfac-
tory in identifying PLs and isolating the towers. In this
paper, a sequential algorithm is proposed for detecting
power lines across local and global regions. An edge
map image is identified using matched filters (MF) and
first-order derivatives of Gaussian (FDOG) with mor-
phological filtering as the local criterion. High detec-
tion rates lead to over-detection. Using graph theory,
the following global criterion splits line segments into
PL using a graph-cut model [14]. A hough transform
is used to isolate PLs using thresholding and mor-
phological operations. In order to calculate an altitude
relative to observed lines with a constant diameter, a
perpendicular camera orientation is considered. This
approach may be flawed due to PL accuracy or image
resolution and size constraints, which may cause data

loss. As a part of a study [15], the author compared
the performance of various vision-based systems used
to manage power lines based on various vision sen-
sors. According to the researcher [16], power lines and
their environments can be assessed using remote sens-
ing. A variety of data sources from hard to discern
satellite images to perfectly visible images from aerial
unmanned vehicles were analyzed. PLE-Net integrates
an encoder-decoder framework with attention mech-
anisms, specifically self-attention and multi-scale fea-
ture enhancement. These components aim to improve
the model’s ability to capture relevant contextual infor-
mation for the task of PL extraction in aerial images
[17]. The author [18] proposed a tool for extracting
power lines from aerial images using background sup-
pression, sky segmentation, and the hough transform,
with some divergences due to line orientation and cam-
era positioning. The author [19] used motion estima-
tion at low altitude to create a narrow line detection
method for low altitude autonomous drones used in
rescue operations. To recognize cables, PLs, and wires,
a pixel-level edge detection technique and a window
hough transform are used. The author [20] used Canny,
a typically used edge detector, to detect power tow-
ers. The contours were first extracted using the Canny
edge detector. After dividing the image into 10x10
pixel boxes, straight line transformations were applied.
By measuring the length and number of straight lines
on the power tower, the false box is removed, and the
tower is classified using hand-craft rules. Two inspec-
tion videos with a resolution of 1920 x1080 pixels and
a frame rate of 25 frames per second were used to
test the process. In this presentation [21], the author
presented a novel technique for detecting and moni-
toring PLs. As a first step, PL segments are extracted
using the hough transform. Based on the characteris-
tics of PLs in aerial photos, used K-means clustering
and filtering in the hough space to detect power lines.
In the hough space, power lines are monitored using a
kalman filter based on the continuity of a video series.
Detecting and monitoring power lines in complex envi-
ronments is successful using the proposed method,
according to the experimental results. Based on the
hough transform and a coupled neural filter, the author
[22] presented a method for PL detection and moni-
toring. They use the Otsu threshold approach in this
situation, which provides better results than PCNN fil-
ters. The algorithm employs the Radon transform for
initial line segment extraction, a grouping method to
connect these segments, and kalman filter technology
for smoothing and connecting the segments into entire
PLs [23]. Then, the work here presents a comprehen-
sive approach for inspecting electrical infrastructure
using a drone with multi-modal sensors. Computer
vision methods, including infrared imaging and neu-
ral networks, are employed to detect and classify faults
and damaged components, with a specific focus on



insulators [24]. Both main modules make extensive
use of semantic and location information, the model
can focus on PLs rather than unexpected scenes. In
the course of deliberating the various methods for seg-
menting our dataset [25], various pre-processing tech-
niques were explored.

Since neural networks have advanced, CNNs are able
to automatically learn high-level representations of nat-
ural images. Various well-known CNN-based methods
have made significant progress in this field by apply-
ing useful hierarchical features to classify pixels [26,27].
Using a simple CNN for power line and tree classi-
fication, the author [28] proposed mapping PLs and
identifying potential tree conflicts. The author focuses
on exploiting geometric relationships related to circle
symmetry for the efficient detection of line segments
in power line images. It utilizes well-known techniques
such as canny edge detection and steerable filters. This
algorithm’s effectiveness has been demonstrated both
by synthetic images and real-world images as part of the
validation tests. There are also several research works
that find its application in power line identification,
including the You Only Look Once (YOLO) architec-
ture, a fast and common lane detection method [4] used
for road lane detection. In order to achieve satisfac-
tory real-time diagnosis, these methods require a lot
of training data and, ideally, a high-performance GPU
[29]. The purpose of this paper is to develop a vision-
based, fully autonomous power line inspection system.
Here used Unmanned Aerial Vehicle (UAV) inspection
as the primary inspection method, optical images as the
primary data source, and deep learning as the founda-
tion for data analysis and inspection in our new auto-
matic autonomous vision-based PL inspection concept
[30]. Images of the entire PL spans which may have
a significant curvature are needed for these measure-
ments. This essay evaluates, two widely used Hough
transform techniques, two smartphone cameras, and a
line tracing algorithm are used to evaluate the feasi-
bility of ground-based imaging with smartphones and
quick, reliable power line detection [31]. Next, a con-
volutional capsule network (CapsNet) is used to extract
the depth hierarchical features from a photo of a power
line scene. Ultimately, the decoding layer reconstructs
the power lines in the scenes that have power lines by
using the information generated by the CapsNet output
layer to distinguish between scenes with and without
power lines [32]. Using well-known classifiers on the
DCT submatrices and systematically varying the DCT
matrix sizes, the goal of this study is to extract signa-
tures from DCT coeflicients. Six different submatrices
were chosen, with a total of three starting points and
three different sizes (4, 8 8, 16 16, 32 32, 64 64, and
128 128). Block by block, (i) the top-left corner (around
DC) is scanned; (ii) the entire DCT matrix is scanned;
and (iv) the bottom-right corner (high frequency) is
scanned [33].
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This study used various image transformations, fil-
tering methods, and morphological operations to over-
come aforementioned problems, as well as proposed
a novel CNN - based deep learning framework Rsur-
geNet. There are two applications for this model: (i)
binary classification and (ii) feature extraction, which
uses trained PLs images to extract features and then
these feature maps are transferred into different CA. To
the output of (i) and (ii), the technique hough trans-
form for line detection is used effectively to determine
the presence of a power line in aerial images. This work
considered the methodologies proposed by [dataset],
[7,31,32] and adapted them to address our research
objective while improving efficiency.

This research work strives to provide some exten-
sive insights into power line detection with these salient
features:

e Introduction of a comprehensive pipeline integrat-
ing preprocessing techniques, deep learning mod-
els (AlexNet, VGG16, ResNet-50, RsurgeNet,),classi
fication algorithms (AdaBoost, Light GBM, XgBoost),
and the Hough transform for enhanced power line
detection in complex aerial images.

e Targeting challenges posed by intricate background
environments, diverse topographies, and varying
lighting conditions encountered in aerial imagery to
improve accuracy in power line detection.

e Dual functionality of the RsurgeNet model: serving
as a binary classifier (distinguishing power line pres-
ence or absence) and extracting meaningful features
for subsequent classification algorithms.

o Extensive evaluation on a dataset comprising visible
light (VL) and infrared light (IR) images, showcas-
ing superior performance of the RsurgeNet model
compared to existing architectures and classification
algorithms in terms of accuracy and computational
efficiency.

e Outlining the study’s scope, materials used, method-
ologies (including Canny edge detection, morpho-
logical reconstruction with Otsu thresholding, and
gradient boosting models, hough transform), and
Python-based experiments to validate power line
detection.

e Providing comprehensive insights into power line
detection by considering various image transforma-
tions, filtering techniques, and model architectures.

e Concluding with a summary of experimental results,
emphasizing the achieved outcomes compared to
existing methodologies and their implications
in electrical network  maintenance  and
surveillance.

As a scope of the present study, Section 2 cov-
ers Python experiments with materials and methods,
Section 3 presents results and discussion, and Section
4 presents the conclusion.
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2. Materials & methods
2.1. Proposed system workflow

The segmentation of input images is performed using
preprocessing techniques to learn the patterns and
characteristics of PLs. One such technique is Canny
edge detection, which helps to identify the edges
of objects in images. Another technique used is
morphological reconstruction with Otsu threshold-
ing, which helps to enhance the images for better
segmentation(2.3). The preprocessed images are then
fed into a novel DCNN model called Recurrence of
Increased Learning in Neural Network (RsurgeNet- R-
“Recurrence”, “Surge”-Increase, “Net”-Network). This
model is specifically designed for two purposes: First
purpose, the model’s trained images are first classi-
fied according to training accuracy, losses, validation
accuracy and losses. Second purpose is to extract more
meaningful features from the intermediate stages of the
network, the features are fed into three gradient boost-
ing models: AdaBoost, LightGBM and XgBoost. This
dataset consists of with and without PL images, which
helps to identify any false positives or false negatives in
the model’s predictions. These models classify and pre-
dicts the presence or absence of PLs in the images. The
value of “1” indicates the presence of a PL, while “0”
indicates its absence. To further validate the results of
the trained model, the test images are inputted into the
hough transform. The process followed for the detec-
tion of images with and without PL is presented in
Figure 1.

2.2. Dataset

The aerial image dataset employed in this study origi-
nated from the Turkish Electricity Transmission Cor-
poration (TEIAS) and is subsequently adopted by
[Dataset], [7] for their exploration of high voltage trans-
mission line detection utilizing DCNNs. This dataset
comprises an array of visual light (VL) and infrared
(IR) videos captured via helicopter-mounted imag-
ing systems across 21 distinct locations within Turkey.
With a total of 8000 images,4000 IR and 4000 VL
images — this dataset underwent resizing to 128x128
pixels for standardized analysis, showcasing samples
in Figure 2. Notably, the IR folder contains 2000
images with and without power lines, mirroring the
VL folder’s 2000 images for each power line scenario.
Encapsulating a broad spectrum of aerial scenarios,
this diversity intentionally encompasses both typical
and highly intricate environments encountered dur-
ing aerial inspections. One standout advantage of this
dataset isits inclusion of both IR and VL imagery. While
IR images offer heightened resilience to environmental
changes, their lower resolution and subdued contrast
between power lines and backgrounds differ from the

VL counterparts. Nonetheless, both image types con-
tribute significantly to understanding power line recog-
nition nuances. Although the original video resolutions
were 576x325 for IR and full HD for VL, the resiz-
ing to a consistent 128 x128 dimensions is pivotal for
uniformity, enabling precise and standardized analyzes.
Beyond its representation of diverse scenarios and IR-
VL incorporation, this dataset’s added strengths lie in
its potential for comparative analysis of environmental
adaptability between IR and VL images, contributing
substantially to robust power line detection algorithm
development and validation.

2.3. Segmentation models

By eliminating image noise with the Otsu technique,
detecting edges in images, and object filtering using
morphological operations, an optical detection of
power lines can be used to accurately segment power
lines from an image’s background.

2.3.1. Image binarization/thresholding

In image binarization [34,35], pixels are divided into
either “1”s or “0”s based on the intensity of their pixels.
Prior to edge detection and structural operations, image
binarization is used to obtain the general features of
image elements. Otsu’s method [36], a global optimum
threshold algorithm, is a common method of threshold-
ing. To determine the optimum global threshold value,
Otsu uses the grey level histogram of the image in an
unsupervised and nonparametric way. Otsu’s method,
however, requires high intensity values in PL images
compared to other image artifacts in order to work.

2.3.2. Edge detection

The main objective of edge detection is to identify a
feature from the input image of PL, which is done pri-
marily with canny edge detection [37]. Canny edge
detection reduces the amount of data to be processed
by extracting useful structural information from vision
objects. The parameter setting is vital in edge detection
because it allows the shape of the object to be clearly
seen in a particular number by adjusting the parameter.
Edge detection can be solved using a set of techniques.

2.3.2.1. Image smoothing. Image Smoothing employs
a filter known as the Gaussian filter to minimize the
noise effect in PL images. The Gaussian function can
be represented by the equation (1).

1 (—i— (k+1))? .
H= <2n0265p (— 357 )), 1<ij<((k+1

M

In this equation, i and j refer to the pixel coordinates
and its size, which (2k+1) x (2k+1) of the kernel.
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Figure 1. Proposed power line detection system workflow.

2.3.2.2. Threshold setting. The maximum and mini-
mum thresholds are needed for suppressing the weak
edges in aerial images and maintaining only the strong
edges. After non-maximum suppression, the gradi-
ent pixel value of the remaining edge pixels should
be compared. If the threshold value is greater than
the full threshold, the edge would be strong. Oth-
erwise, the edge would be the weak edge if the
threshold value is less than the minimum thres-
hold [38].

2.3.2.3. Edge threshold. The gradient based canny
edge detector is another form of edge extraction using

UNINFECTED

APPLY HOUG
RANSFORM FOR LINE> «——
DETECTION

PREDICTS FOR
UNINFECTED
PREDICTS FOR
PARASITIZED

<
<

thresholds in UAV_PL images. Using a gaussian kernel
to smooth the image, the model computes the gradi-
ent magnitude of the image. Non-maximum suppres-
sion preserves only edge points whose gradient mag-
nitude is local maxima. The final step connects edges
using hysteresis thresholding, a connectivity analysis
that involves a lower and upper threshold [39]. In order
to qualify as a true edge, edge candidates must score
higher than the upper threshold as it is related to a true
edge, while candidates that fall between the upper and
lower thresholds cannot qualify as a true edge. If the
edge strength of the current pixel is greater than that of
other pixels, the edge strength value is retained. It is, on
the other hand, silenced.
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Figure 2. (a), (b) 128 x 128 IR images with and without power lines respectively; (c), (d) 128 x 128 VL images with and without power

lines respectively.

(@)

(b)

(c)

Figure 3. (a) greyscale image; (b) canny edge detection; (c) skeleton threshold output; (d) otsu binary thresholding with dilation and

erosion output.

2.3.3. Morphological processing with skeleton
threshold

In contrast to canny edge detection [40], skeleton
thresholding, as shown in Figure 3, is a method that
runs faster and needs less memory. Only the shape of
the object from the available dataset will be preserved
in skeleton thresholding, and each redundant pixel
will be removed. Applying binary threshold, gradient

calculation, declaring structuring element, erosion and
dilation are the key steps in the skeleton thresholding
method. The simple and straightforward thresholding
is used in the first step, applying binary threshold, to
assign a threshold value. There are also two scenarios
in which the threshold and pixel value are compared.
The pixel value is assigned to one of two values (black
or white) if it falls below the specified threshold. Unless



the pixel value reaches the assigned threshold, it is
given one value (either white or black). The OpenCV
function THRESH_BINARY_INV implements binary
thresholding by changing the colour allocated to low
and high threshold pixels, and the colour can range
from black to white or from white to black. Secondly, in
order to measure the intensity gradient of a grey scale
picture, first-order derivatives of gradients are used
both horizontally and vertically. The values are calcu-
lated using the internal sobel kernel. The horizontal
intensity gradient and the strength gradient in the verti-
cal direction can be used to measure the overall gradient
value. Then, in the third stage, a structuring element
such as erosion and dilation must be defined in order to
compute the morphological operations. The 3x 3 sized
and cross shaped structure element is also assigned in
this process. Corresponding to the size and shape of
the structuring element declaration, pixels are removed
from the image’s boundary in the fourth stage. Accord-
ing to the first erosion rule, the output pixel must have
a value equal to the minimum value of all pixels around
it. A binary image that contains zero pixels must have
a zero-output pixel as well. The image’s border pix-
els [41] are given the maximum value allowed by the
data type. The binary image’s pixels are believed to be
set to 1. For uint8 images, the highest value in grey
scale images is 255. Finally, the fifth step, dilation, pix-
els from the image’s boundary are inserted, with the
number of pixels added depending on the shape and
size of the structuring element declaration. Input pix-
els’ maximum values are summed to generate output
pixels’ maximum values. If all of the pixels in a binary
image are set to value 1, the output pixels are set to 1.
The padding behaviour, i.e.the pixels around the image
boundaries are processed, is specified in rule two of
dilation. If the pixels reach beyond the image bound-
ary, the data type’s minimum value is assigned to them.
For binary images, the pixels are believed to be set to
0. For grey-scale images, the uint8 image’s minimum
value will be set to 0.

2.3.4. Otsu thresholding with dilation and erosion
This method of applying the Otsu threshold with ero-
sion and dilation is identical to the previous one,
which also involves erosion and dilation in the skele-
ton thresholding. In addition to the above discussed
five steps in skeleton thresholding, this approach also
includes the laplacian filter and otsu thresholding,
which are used to suppress any external noises.

2.3.4.1. Adding laplacian filter. Sobel kernels of size
three are used in Laplacian filtering to implement the
Laplacian operator. The first-order derivative is calcu-
lated directly in the Sobel operator calculation [42].
When calculating the second order derivative of an
image in both directions, the laplace operator comes in
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handy. The transfer function can be calculated using the
laplace operator.

2.3.4.2. Otsu threshold. Image thresholding is done
automatically using clustering in the Otsu threshold
implementation. A method for calculating the optimal
threshold separating foreground and background pixels
(bi-modal histogram) is implemented in the two types
of pixels (foreground and background pixels). With this
approach, a variation is generated with a small spread
(intra-class variance), or, to put it another way, a com-
bination with a small spread (inter-class variance) is
created, due to of pairwise squared distances being con-
stant. The inter-class variance is then at its maximum.
This method is implemented using the OpenCV func-
tion THRESH_OTSU. There is an optimal threshold
difference, denoted by the letter “t”. The variances are
expressed by the 002(1‘) and alz(t) variables. The proba-
bilities of foreground and background pixel groups are
determined by two weights of wy and w;. As a result,
the intra-class variance is computed as in equation (2).
A comparison of the preprocessing results can be seen
from the Figure 3.

o2(t) = wo()og () + w1 (o (1) )

2.4. CNN classification model

CNN are a subclass of deep neural networks that opti-
mize the use of the dimensional structure of visual
imagery by combining a fully connected layers net
for classification with a parametric, sparse net for fea-
ture extraction. CNN’s feature extraction process is
data-dependent. Moreover, the feature extraction and
classification components are trained simultaneously.
The purpose of our research is to train CNNs to iden-
tifty power lines from images using labelled datasets and
ground truth.

2.4.1. Development of our model RsurgeNet

A classic CNN is constructed using several convolu-
tional layers, pooling (or subsampling) layers, fully con-
nected layers, and a softmax decision layer. The purpose
of pooling layers in CNNs is twofold: The first stage
is to define invariance into the input’s small transla-
tions. The second objective is to gradually reduce the
spatial component of the input volume, thereby low-
ering the number of parameters and the computation
time in the network. Fully-connected layers are made
up of interconnected neurons to all previous layer acti-
vations. Typically, fully connected layers are responsible
for increased reasoning in CNNs. To be more precise,
fully connected layers are typically attached to the end
of CNNs to create a major semantics and to perform
classification based on features derived by the previ-
ous layers. Numerous deep CNN frameworks, includ-
ing AlexNet [43], Vggl6 [44] and ResNet-50 [45], have
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Figure 4. The proposed RsurgeNet architecture.

been constructed by simply stacking numerous convo-
lutional, pooling, and fully connected layers. Because,
the information flowing through those deep CNNs
undergoes multiple stages of multiplication, the gradi-
ents must be backpropagated through multiple stages
during training. Other layers like dropout, batch nor-
malization (BN) [46], and group normalization are fre-
quently added to CNNs in means to enhance perfor-
mance and avoid overfitting. Three fully connected lay-
ers and thirteen convolutional layers make up the origi-
nal VGG16 network, which is separated into five phases
by four pooling layers. One of the most desirable aspects
is that convolutional layers with varying speeds can
capture multi-scale variables and provide hierarchically
coarse-to-fine responses. Therefore, our framework is
based on the VGG16 architecture, as shown in Figure 4.
The proposed architecture uses five convolution layers,
over and above the layers already present in conven-
tional method, to create a basic network that produces
intermediate layers’ outputs. A multitude of helpful fine
details are provided by intermediate layers, while con-
volutional features gradually soften. VGG16’s convolu-
tion layers are included in our RSURGENET system,
along with addition layers (AL) and multiplication lay-
ers (ML). These two layers can be used to build a deeper
model that will extract more features for extremely pre-
cise feature extraction, predictions, and classifications.
This section provides a detailed explanation of Rsur-
geNet. The network architecture of RsurgeNet, the sug-
gested power line detection framework, is described in
detail in this section. In the profounded work, Rsur-
geNet involves four blocks and in each block, there are
“3” Convolutional layers(Convol_layer), “2” Batch nor-
malization layer (BN), “1” Multiplication layer (ML),
“1” Addition layer (AL), “1” Max Pooling layer (Max-
Pool_layer) and “1” dropout layer (DP_L). By default,
all layers use stride “1” and padding. DP_L dropout is

convolutional + RelU +

28x28x512

batch normalization i fatin
- multiplication dropout
| max pooling . fully connected / dense
addition softmax

used to eliminate irrelevant features which is applied
only to the third and fourth blocks. The first block
consists of Convol_layer_1, Convol_layer_2 and Con-
vol_layer_3; Convol_layer_1 contains 64 filters with
a kernel size of (3,3), “Relu” activation with “same”
padding, followed by BN_1. In the first block, the Con-
vol_layer_2 has 64 filters with a kernel size of (3,3) and
“Relu” activation with the “Same” padding. Next comes
a ML_1 where Convol_layer_1 and Convol_layer_2 is
multiplied element by element, followed by a BN_2.
Within the first block, Convol_layer_3 is composed of
64 filters, each with a kernel size of (3, 3) followed
by “Relu” activation with the same padding, and then
AL_1, where element wise addition occurs, and the
output of Convol_layer 3 combines with the output
of ML_1 to produce the outcome. The second block
consists of Convol_layer_4, Convol_layer_5, and Con-
vol_layer_6; The Convol_layer_4 containing 128 filters
with kernel size of (3,3), as well as “Relu” activation
with “Same” padding, followed by a BN_3. The sec-
ond block’s Convol_layer_5 provides 128 filters with
a kernel size of (3,3) and the same activation with
“Same” padding, followed by a ML_2, which multiplies
the Convol_layer_4 and Convol_layer_5, followed by
a BN_4. Within the second block, the Convol_layer_6
consist of 128 filters with kernel size of (3,3) and “Relu”
activation followed by “Same” padding is followed by an
AL_2 that performs element-by-element addition. The
output of Convol_layer_6 then combines with the out-
put of ML_2 to generate the outcome. Third block is
made up of Convol_layer_7, Convol_layer_8, and Con-
vol_layer_9, with Convol_layer_7 integrating 256 filters
with kernel size (3,3) and “Relu” activation with “Same”
padding, followed by BN_5. There are 256 filters in con-
vol_layer_8 in the third block with a kernel size of (3,3)
and a “Relu” activation with a “Same” padding. Fol-
lowing this, ML_3 is followed by element-by-element



multiplication of Convol_layer_7 and Convol_layer_8
and is succeeded by a BN_6 layer. Third block consists
256 filters with a kernel size of (3,3) and “Relu” activa-
tion followed by same padding and an AL_3 that adds
elements by element. The output of Convol_layer_9
merges with the output of ML_3 to gives the out-
come. Next to the AL_3 is the DP_L1. The fourth block
consists of three Convol_layer: Convol_layer_10, Con-
vol_layer_11, and Convol_layer_12; Convol_layer_10
is 512 filters with kernel size (3,3) and “Relu” activa-
tion with “Same” padding, followed by BN_7. Con-
vol_layer_11 in the fourth block has 512 filters with
kernel size of (3,3) and “Relu” activation with the same
padding. ML_4 where element wise multiplication of
Convol_layer_10 and Convol_layer_11 takes place, fol-
lowed by a BN_8. In the fourth block of the proposal,
Convol_layer_12 is composed of 512 filters with ker-
nel size of (3,3) and “Relu” activation with “Same”
padding. This is followed by an AL_4 in which the out-
put of Convol_layer_12 combines with the output of
ML_4. The DP_L2 is located next to the AL_4. Adding
dropout, flatten, and dense layers with sigmoid activa-
tion produces a vector size of 100352 when used with
binary classifiers. Relu, SoftMax, Cross entropy, Adam,
and batch size as 32 are the essential qualities for this
model. In the 2D convolutional layer, the filters identify
that the kernel used is 3x 3 and then combine it with
the input images to create the activation map for our
dataset. In BN, input features are stabilized for every
mini batch. This reduces the number of epochs involved
in training the RsurgeNet model. In the proposed CNN
model maxpooling eliminates overfitting by allowing
down samples without losing valid data. Padding is to
retain the original data size and to carry out the convo-
lution process. The role of a neuron is determined by
its activation negative values and only provides a linear
output for positive values, resulting in a model that can
satisfy certain properties. The optimizer in neural net-
work(NN) is Adam [47] that learns the past weights and
is calculated by using equation (3).

OforX < 0

XforX > 0 G)

o<

2.4.1.1. Working of multiplication layer and addition
layer in RsurgeNet. The multiplication layer in the
novel model operates element by element with two ele-
ments. When the two matrices I and J are multiplied,
the operand K has the same dimensions as I and J, which
are depicted in Figure 5(a). The neural network learns
more features as the features are multiplied, resulting
in increased accuracy. Similarly, addition is also per-
formed element by element on two elements A and B,
resulting in an output matrix C with the same dimen-
sions as A and B, as shown in Figure 5(b). The addition
layer in RsurgeNet adds features from previous layers,
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allowing remembrance of previous features necessary
for predicting target objects.

2.4.1.2. Feature extraction technique. An image must
contain distinct features that can be extracted [33]. Dif-
ferent information from the images is gathered in each
filter. Here, feature extraction is accomplished with the
aid of filters. The model becomes more focused and
is better able to discover the underlying patterns and
relationships in the dataset by eliminating redundant
and unnecessary data. With the poorly cluttered back-
ground and while using classifier it eliminates the false
prediction of classes and gives the best outcome. This
results in decreased computation complexity, decreas-
ing overfitting, speeding up learning, quicker learning
times and increased accuracy. Additionally, optimizing
the data used in machine learning models is crucial
to data optimization, improving data visualization, and
managing memory.

2.4.2. Loss function for classification

Equation (4) provides the SoftMax loss function, which
is used to estimate the confidence score C'each pro-
posed bounding box i per category p, with one label per
bounding box, x,? = 0,lindicates that the i" proposed

box and the j'" ground truth box of category p match.

L, o (d)
¢ = Toor(d) (4)

2.4.2.1. Classification loss. When training a machine
learning model, selecting a loss function is essential
because it directs the optimization process that modi-
fies the model’s parameters to reduce prediction errors.
Popular options for classification tasks are binary cross-
entropy and sparse categorical cross-entropy, each of
which is appropriate given the particulars of the situ-
ation.

2.4.2.1.1. Cross entropy loss. It is calculated as the sum
of the negatives of all predicted probabilities/outputs
multiplied by (actual outputs) for as many classes as
there are and its function are given by equation (5),

Lejass (x,¢) = i ng.log (Ef) — Z log (2{7) Mg

icPos j i€Neg
(5)

The actual output is y;, the predicted output probability
at the ith position is p(y;), and the number of training
examples is N.

2.4.2.1.2. Hinge loss. Typically, in machine learning
methods, this function penalizes predictions not only
when they are incorrect, but also when they are inse-
cure. It penalizes extremely accurate predictions. Cor-
rectly predicted outcomes, on the other hand, are not
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Figure 5. (a). Element wise multiplication. (b). Element wise addition.

penalized and its evaluated using equation (6).

Z max(0.1 — yi *x h (xi)) (6)

2.4.2.1.3. Mask loss function. At the pixel-level, the
mask loss function is Binary Cross Entropy (BCE)
loss between the predicted mask Mp,and the ground
truth mask M. The calculated mask’s accuracy can
be improved by using BCE loss, where L, = BCE
(Mgta Mpr)-

2.4.3. Optimizer

Optimizers determine the amount to which the loss
function is minimized in CNN designs. An optimizer is
a function that improves accuracy by updating model
parameters. Weight updates will vary depending on
the optimizer’s preferences. To verify the efficiency of
the three proposed components’ faulty architecture,
three optimizer methods were chosen: stochastic gra-
dient descent (SGD), RMSProp, and Adam. An adap-
tive learning rate optimization technique is used in
Adam [47] to train deep neural networks. To precisely
determine learning rates for every parameter, the algo-
rithms in this proposed work use adaptive learning rate
approaches. Adam can be thought of as an RMSprop
and SGD hybrid with momentum. By utilizing a mov-
ing average of the gradient rather than the gradient
itself, it takes full advantage of momentum, similar
to SGD with momentum, and scales the learning rate
using squared gradients. Adam optimizer is used to
train the network, with a learning rate of 0.001 and a
gamma decrease of 0.5 (multiplicative factor) every 30

epochs. After 350 iterations, the weights with the best
performance on the validation set were saved.

2.4.4. Learning rate

A hyperparameter measuring the rate at which the
model weight can be increased to learn the problem
modified optimally is known as learning rate. When
training a neural network, it is one of the most impor-
tant tuning parameters to adjust. The study looked at
the effect of changing the learning rate while keeping
the other parameters and hyperparameters fixed.

2.5. Various machine learning classifiers

In order to classify CNN features, used three different
classification algorithms (CA). These algorithms clas-
sify an image as containing or not containing power
lines based on ground truth data and a labelled dataset.

2.5.1. Tuning of hyper parameters
The hyper tuning parameters of various machine learn-
ing classifiers are discussed below.

2.5.1.1. Estimators. Machine learning applications
benefit from its consistent interface. Scikit-Learn
implements all machine learning applications using
the Estimator API. An estimator is a data-learning
object(fits data). Raw data can also be used for extrac-
tion of useful features, in addition to classification. In
a model, the likelihood of previously unseen data is
high (higher is better). One of the most important API
objects is the estimator. Estimators(n) are objects that



infer properties from new data based on some training
data.

2.5.2. Adaptive boosting

AdaBoost [10] is a machine learning method and a
popular boosting technique. AdaBoost is a supervised
learning algorithm. It is an EL method also called meta
learning, that helps in increasing the classifier effi-
ciency. AdaBoost is a very good learner that learns from
weak classifiers and makes the weak learner, strong
learners. It helps in decreasing the bias error when the
model is not able to identify the relevant images. Boost-
ing algorithms develop a strong predictive model from
the weaker model. The model is created from the train-
ing data and the new model is created based on the
previous model by reducing the error. Reducing the
bias error produces strong learners, and determining
the model’s classification accuracy is vital. The CNN are
trained initially. Once the models are trained with train-
ing images; they normalize all the input images and the
features are extracted using the model for the respec-
tive original samples. Through the feature extracted
layers, the feature maps are further carried out to the
AdaBoost classifier with the trained labels as “0”, “1”
for the respective classes, thereby assisting in predicting
the classified turnout.

2.5.3. Light gradient boosting machine

Light GBM [11] is a powerful decision tree algorithm
that utilizes a gradient boosting framework to effec-
tively handle various ML tasks, including ranking and
classification. The leaf-wise algorithm employed by
Light GBM offers several advantages over traditional
depth-wise or level-wise splitting. By splitting the tree
leaf-wise, Light GBM is able to achieve the simplest
fit possible, which ultimately leads to more accurate
results. The leaf-wise algorithm is designed to reduce
loss more efficiently, resulting in significantly improved
accuracy compared to existing boosting algorithms.
In the proposed work, the image classifier algorithm
Light GBM plays a crucial role in accurately predict-
ing the classified outcome. This algorithm is utilized
after a series of preprocessing steps. Initially, all input
images undergo normalization to ensure consistency
and improve the performance of the model. Following
the normalization of the images, a CNN model passes
them through its convolutional layers. Images are ana-
lyzed using these layers in order to extract important
features. After proper training, these features are iden-
tified as values, such as “0” or “1”. It produces classified
output images after extracting the feature maps, which
represent the learned features from the images.

2.5.4. Extreme gradient boosting

XgBoost [12] is a sequential EL algorithm. It is a super-
vised learning algorithm which is faster when com-
pared to other algorithms, because of its parallel and
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distributed computing, XgBoost works on the top of
gradient boosting. It is independent, portable and inte-
grable with cloud. It can also handle missing values
automatically. XgBoost has adjustable parameters such
as lambda, gamma and alpha which makes it power-
ful. Tuning those parameters according to the dataset
reaches the best results. XgBoost creates a base model
by calculating the average of the target features. This CA
produces residuals and calculates the similarity score
for each node using the formula (7).

(sum of residuals)?

Similarity score = 7
4 R+ @
Where, R - Number of residuals
A —lambda
Gain = similarity score after split — similarity score
before split

Whenever the gamma value is less than the gain
value, then a split will happen. The growth of the tree
will depend on the higher proportion of gain by split-
ting and if the gain becomes lesser than or equal to
gamma value, then the split ends, and the model is
pruned. In order to control the overfitting of a model,
regularization of its parameters must be increased.
In the proposed work, the image classifier algorithm
XgBoost helps in predicting the outcome exactly. Ini-
tially, all the input images are normalized and passed on
to the convolutional layers of CNN model. Only then,
the model becomes perfect in extracting feature maps
with the trained values as “0”, “1”. The extracted fea-
tures maps are transferred into the XgBoost classifier of
machine learning algorithms. Finally, XgBoost is sub-
sequently trained with the machine trainable features
maps and it throws classified output in the form of array
or images.

2.6. Line detection using hough transform

A detected line is usually the maximum local response
point in a modified parametric space when using edge
detectors such as canny [39] and Sobel [42]. An edge
image can be extracted with the hough transform if the
lines are not all connected. The algorithm generates a
set of lines that pass through an edge point, as shown
in equation (8). (xj,yi) using the usual line representa-
tion and by modifying the parameter, “r” represents a
distance between a perpendicular point over the line
and the origin, indicating an angle between the xand y-
axes. Accumulator cells are generated and sub-divided
in a matrix from a selected range of 6 and r values. For
every change in 6 at each point (x;,y;), their associated r
values are computed. The accumulator cell with the cor-
rect parameter range is increased for each pair of 6 and
r. Finally, an accumulator cell threshold is introduced
by the local maxima of the accumulator cells, allowing
the extraction of line candidate parameters and form-
ing probable line parameters of lines in the real picture.
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Figure 6. Mapped out point represented in the hough space.

Figure 6 displays the mapped-out point that is depicted
in the rough space. In a 6 and r interval, accumulator
cell values that surpass the threshold are regarded as
true lines. Because power line cables are straight, the
hough transform has been used extensively in trans-
mission line detection because it can effectively seg-
ment the cable edges from an image [21,48]. However,
since edge images are rarely noise-free, the hough trans-
form may result in unwanted line detections that call
for additional line filtering, depending on parameter
values.

xicosO + y;sinf =r (8)

3. Results and discussion

The study on power line detection utilized Infrared
(IR), Visible Light (VL) datasets and implemented the
backbone architecture on the TensorFlow 1 API Model,
a deep learning framework [34]. The experiments were
conducted on a Windows 10 system with 8.00GB RAM
and an Intel Core i7-1185G7 CPU @ 3.00 GHz. The exe-
cution environment included Google Colab Pro [49]
with a backend TPU (GPU_Python 3 Google Com-
puter Engine, P100-PCIE-16GB). The VL-IR dataset
[7] underwent image transformations, involving canny
edge detection, morphological transformations, and
otsu thresholding for images both with and without
power lines. The models were trained separately using
VL, IR, and the entire VL-IR dataset, divided in an
80:20 ratio. The RsurgeNet model and other exist-
ing models like AlexNet, Vggl6, Vggl9 and ResNet-
50 were employed for binary classification and feature
extraction. This classification predicted the presence
of power lines as “1” and their absence as “0,” con-
sidering training accuracy, training losses, validation
accuracy, and validation losses. In another approach,
the models extracted features from images, and the
obtained feature maps were fed into different CAs
such as AdaBoost, Light GBM, and XgBoost for image
prediction. The fourth step involved applying Hough
transform to test images to extract power lines. All these
steps aimed to compute and analyze the convergence of
power line image extraction and classification for VL,

 XpC080 +y,8in@ =1

‘//x, cos@ +y;sinf@ =r

/

.

m'

IR, and VL-IR datasets, providing an unbiased com-
parison. Throughout the model, numerous attributes
could be adjusted and fine-tuned. The model’s expres-
sive capacity increased with the growing number of
available parameters, but caution is exercised to avoid
over fitting due to limited training data. The learning
rate for weight optimization is 0.001 after 350 training
steps. After the convolution layer and before the non-
linearity layers, BN is applied to prevent overfitting and
accelerate hyper parameter optimization. A holdout
validation using shuffling is conducted to obtain an
average detection result for all models. Filters played
a crucial role in feature extraction, collecting informa-
tion from images in distinct ways. To enhance accuracy,
reduce over fitting, and focus on learning underlying
patterns, machine learning models needed optimized
data. The evaluation of the RsurgeNet model’s perfor-
mance involved training on VL, IR, and VL-IR datasets
separately, enabling an analysis of its behaviour under
diverse image conditions.

The experimental phase explores three key stages
of image transformation: canny edge detection, mor-
phological transformation, and otsu thresholding. The
results of these transformations are presented in three
figures, namely Figure 7, Figure 8, and Figure 9, each
corresponding to with and without power lines. Figure
7, providing a comprehensive understanding of the
various stages of image transformation in the prepro-
cessing pipeline for the IR dataset: In Figure 7, (a)
and (al) represents original images with power lines,
capturing scenarios where power lines are present.
(a2) corresponds to additional original images with-
out power lines, contributing to a diverse dataset for
training and evaluation. The Canny edge detection out-
puts highlight edges in different scenarios. Specifically,
(b) and (bl) emphasizes edges in images with power
lines, aiding in the detection of contours and bound-
aries associated with power lines. (b2) corresponds to
the Canny edge output for a broader set of images
without power lines, contributing to the model’s under-
standing of edge features in diverse contexts. Subfigures
(c) and (cl) showcase the results of morphological
transformations on images with and without power
lines, respectively. Morphological transformations are
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Figure 7. Preprocessed IR dataset segmentation output: (a)(a1) with PLa2) without PL, (b)(b1) canny edge output with PL, (b2) canny
edge output without PL, (c)(c1) morphological transformation output with PL, (c2) morphological transformation output without PL,

(d)(d1) otsu output with PL, (d2) otsu output without PL.

employed to refine the structural features of power
lines and background elements. Specifically, (c) and
(c1) represents the morphological transformation out-
put for images with power lines, Additionally, (c2)
illustrates the morphological transformation output for
an extended set of images without power lines, con-
tributing to a more comprehensive understanding of
structural enhancements in diverse scenarios. The Otsu
thresholding outputs provide binary representations
for images with and without power lines. In (d), the
binary representation distinguishes pixels belonging to
power lines from the background in images with power
lines. Similarly, (d1) achieves this binary distinction for
images with power lines. (d2) extends this process to a
broader set of images without power lines, contribut-
ing to the creation of clear boundaries and distinc-
tions between power lines and the surrounding back-
ground. Figure 8. presents a detailed exploration of the
image transformation stages within the preprocessing
pipeline for the VL dataset. The starting point encom-
passes a, al, and a2, with (a), (al) featuring original
images depicting scenarios with power lines, and (a2)
introducing additional original images without power
lines to enhance dataset diversity. Moving to the canny
edge detection outputs, denoted as b, b1, and b2, (b),

(b1) focuses on images with power lines, emphasizing
detected edges crucial for contour identification, (b2)
extends this output to a broader set of images with-
out power lines, enhancing the model’s grasp of edge
characteristics in diverse contexts. Subsequently, mor-
phological transformations, represented by ¢, cl, and
2, refine structural features in images with and with-
out power lines. (c) and (c1) Hlustrates morphological
transformation output for images with power lines, (c2)
extends this output to a broader set of images with-
out power lines, providing insights into diverse struc-
tural enhancements. Finally, Otsu thresholding out-
puts, depicted as d, d1, and d2, generate binary repre-
sentations for images with and without power lines. (d)
and (d1)distinguishes pixels belonging to power lines
from the background in images with power lines, (d2)
extends this process to a broader set of images with-
out power lines, contributing to the creation of clear
boundaries and distinctions between power lines and
the surrounding background. Collectively, these stages
enrich the dataset, ensuring it is well-prepared for sub-
sequent machine learning tasks in accurately discerning
power lines in varied scenarios. Figure 9, presents the
segmentation output after preprocessing for the VL-
IR(8000) dataset, introducing a more complex dataset
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Figure 8. Preprocessed VL dataset segmentation output: (a)(a1) with PL, a2) without PL, (b)(b1) canny edge output with PL, (b2)
canny edge output without PL, (c)(c1) morphological transformation output with PL, (c2) morphological transformation output
without PL, (d)(d1) otsu output with PL, (d2) otsu output without PL.

that combines scenarios from both the IR and VL
datasets. The set of original images (a, al, a2, a3) cap-
tures scenarios with and without power lines for both
datasets, enriching the training data. The canny edge
detection outputs (b, bl, b2, b3) emphasize edges in
diverse scenarios, ensuring the model’s adeptness in
identifying contours across a broader spectrum. Mor-
phological transformations (c, c1, ¢2, ¢3) refine struc-
tural features for both IR and VL datasets, contributing
to a nuanced understanding of power line shapes. Otsu
thresholding outputs (d, d1, d2, d3) create binary repre-
sentations, facilitating clear distinctions between power
lines and the background in both datasets. This com-
prehensive preprocessing prepares the model for dis-
cerning power lines in a diverse and intricate dataset,
incorporating variations from both IR and VL sce-
narios. Secondly, the experimental phase involved the
application of the RsurgeNet model as a binary clas-
sifier to determine the presence or absence of power
lines in the VL, IR, and combined VL-IR datasets. The
outcomes of this experiment are visually depicted in
Figure 10, Figure 11, and Figure 12, each representing
the model’s training evaluation metrics under different
datasets. In Figure 10, the focus is on the evaluation
metrics for the RsurgeNet model trained on IR images.

Subplot (a) visually presents the training and validation
accuracy, offering insights into the model’s effectiveness
in identifying power lines. Subplot (b) complements
this by showcasing the training and validation loss,
providing a glimpse into the model’s convergence and
learning behaviour throughout the training process on
IR images. Moving to Figure 11, the evaluation met-
rics for the RsurgeNet model trained on VL images are
depicted. Subplot (a) illustrates the training and val-
idation accuracy, reflecting the model’s capability in
discering PLs in VL dataset. Simultaneously, Subplot
(b) reveals the corresponding training and validation
loss, offering a perspective on the model’s convergence
and overall performance during training on VL images.
Figure 12, delves into the model training evaluation
metrics for the RsurgeNet model trained on the com-
bined VL-IR dataset. Subplot (a) visually represents
the training and validation accuracy, highlighting the
model’s performance in scenarios that involve both
Visible Light and Infrared images. Subplot (b) illus-
trates the corresponding training and validation loss,
providing insights into the convergence behaviour and
overall performance of the model in the combined
dataset, Figure 10, Figure 11, and Figure 12, collectively
offer a comprehensive insight into the performance
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Figure 9. Preprocessed VL-IR dataset segmentation output: (a)(a1) original images with and without PL for IR, (a2)(a3) with and
without PL for VL (b)(b1) canny edge output with and without PL for IR, (b2)(b3) canny edge output for with and without PL for VL,
(c)(c1) morphological transformation output with and without PL for IR, (c2)(c3) morphological transformation output for with and
without PL for VL, (d)(d1) otsu output with and without PL for IR, (d2)(d3) otsu output with and without PL for VL.
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Figure 10. Model training evaluation metrics for IR images (a) training and validation accuracy (b) training and validation loss.

of the RsurgeNet model as a binary classifier across  and convergence patterns during both training and
distinct datasets. These visualizations contribute to a  validation phases, providing valuable insights into its
detailed understanding of the model’s accuracy, loss,  effectiveness in identifying power lines across diverse
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Figure 11. Model training evaluation metrics for VL images (a) training and validation accuracy (b) training and validation loss.

imaging scenarios. Additionally, the process of remov-
ing redundant and unnecessary data from the dataset
plays a crucial role in enhancing the model’s abil-
ity to discern relationships. This optimization leads
to higher accuracy, faster learning times, and reduced
computational complexity. Furthermore, the stream-
lined dataset contributes to improved generalization
and efficiency in model training and validation pro-
cesses. The plotted graphs illustrate the accuracy and
loss metrics for the model evaluations conducted on the
VL, IR, and combined VL-IR datasets during both the
training and validation phases. Each dataset’s binary
classification Receiver Operating Characteristic (ROC)
curve is visually presented in Figure 13, offering a com-
parative analysis of the model’s performance in dis-
cerning power lines across diverse imaging scenarios.
The ROC curve provides valuable insights into the
model’s ability to balance true positive rate and false
positive rate, aiding in the assessment of its overall dis-
criminatory power in differentiating between the pres-
ence and absence of power lines. Figure 13, serves as a
comprehensive visualization, summarizing the model’s
performance across the VL, IR, and VL-IR datasets,
facilitating a holistic understanding of its effectiveness
binary classification tasks.

Table 1, presents a comprehensive analysis of the
classification output of the RsurgeNet model using
three different datasets: IR with 4000 images, VL-IR
with 8000 images, and VL with 4000 images. The key
metrics include accuracy, threshold, confusion matrix,
Area Under the Curve (AUC), model parameters, and
time duration for one epoch. For the IR dataset, the
RsurgeNet model achieved a remarkable training accu-
racy of 91.874%. The confusion matrix indicates that
the model made 385 correct predictions for power
lines and 22 false positives. The AUC, measuring the
model’s ability to discriminate between positive and
negative instances, is high at 0.9856. The threshold for
decision-making is set at 0.1689. The parameter count
for the model is 253953, and the training time for one

epoch is 206 s over 20 epochs. In the case of the VL
dataset, the RsurgeNet model achieved an accuracy of
87.74%. The confusion matrix displayed 358 correct
predictions for power lines and 49 false positives. The
AUC is calculated at 0.9488, demonstrating a robust
discriminatory capability. The model used a threshold
of 3.15717 for decision-making. The total number of
parameters in the model is 253953, and the training
time for one epoch is 211 s over 34 epochs. For the com-
bined VL-IR dataset with 8000 images, the RsurgeNet
model achieved an accuracy of 85.63%. The confusion
matrix revealed 727 correct predictions for power lines
and 95 false positives. The AUC is 0.96112, indicat-
ing a strong discriminatory power. The threshold for
decision-making is 0.765901. The model had 253953
parameters, and the training time for one epoch is
430 s over 17 epochs. Additionally, the table includes
results from other architectures, namely VGG16 and
VGG19, with segmentation. The results highlight the
superior performance of the RsurgeNet model, espe-
cially in the IR dataset, showcasing its robustness,
interpretability, flexibility, and overall effectiveness in
power line classification tasks. The detailed metrics
provide a thorough understanding of the model’s per-
formance across different datasets and architectures.
Table 2, provides an extensive examination and com-
parison of various CNN models utilizing distinct CAs
across three datasets: VL with 4000 images, IR with
4000 images, and the combined VL-IR with 8000
images. One noteworthy observation is the substan-
tial performance improvement exhibited by the pro-
posed model, RsurgeNet, when applied to the VL-IR
dataset of 8000 images, achieving an impressive accu-
racy of 97.8%. This marks a significant enhancement
from its previous performances of 87.1%, 80.1%, 79.5%,
and 97.43% [32] when validated with other CAs. In
the IR dataset (4000 images), AdaBoost achieved an
accuracy of 48.75%, with a time duration of 206 s
for one epoch. The accuracy significantly improved to
64.75% for the more extensive VL-IR dataset (8000
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Figure 12. Model training evaluation metrics for VL-IR images (a) training and validation accuracy, (b) training and validation loss.

ROC curve
1.0 ———rrv—yp
08 |
§ 0.6
@
>
.“ﬁ
o
o
§ 0.4
(=
02} —— ROC_IR
—— ROC_VL
—— ROC_IR_VL
0.0 . : : :
0.0 0.2 0.4 0.6 0.8 10

False positive rate

Figure 13. ROC curve comparison for VL, IR and VL-IR image.

images), taking 431 s. For the VL dataset (4000 images),
AdaBoost demonstrated an accuracy of 52.6%, and
for the VL-IR dataset, it further improved to 75.37%.
For the IR dataset, Light GBM achieved an accuracy
of 50%, taking 179 s for one epoch. The accuracy
increased to 73% for the VL-IR dataset, requiring 430
s. In the VL dataset, Light GBM showed an accu-
racy of 54.3%, and for the VL-IR dataset, it further
improved to 76.8%. XgBoost achieved an accuracy of
51.3% for the IR dataset, taking 138 s for one epoch.
The accuracy significantly improved to 79.5% for the
VL-IR dataset, with time duration of 353 s. In the VL
dataset, XgBoost demonstrated an accuracy of 55.62%,

and for the VL-IR dataset, it further improved to 97.8%.
Discussing the inference time, Table 1 reveals that
running the experiment with RsurgeNet with binary
classification takes 430 s for the VL-IR dataset, slightly
longer than the 206 s and 211 s required for the IR and
VL datasets, respectively. This emphasizes the trade-
off between model complexity and computational effi-
ciency, especially in handling the more intricate VL-IR
dataset. Table 2 provides a comprehensive overview
of a combined model employing various CAs, namely
AlexNet, VGG16, ResNet-50, and RsurgeNet, coupled
with boosting techniques such as AdaBoost, Light
GBM, and XgBoost. Notably, the execution time per
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epoch for RsurgeNet VL-IR_XgBoost stands out at a
significantly lower 152 s when compared to ResNet
50_VL-IR_XgBoost (183 s), Vggl6_VL-IR_XgBoost
(256 s), and AlexNet_VL-IR_XgBoost (353 s). This
underscores the efficiency of the proposed model, espe-
cially in conjunction with XgBoost. However, it’s worth
noting a drawback in AdaBoost, where the inference
time lengthens with the number of estimators despite
lower predicted image accuracy. In contrast, Light GBM
emerges as a proficient algorithm for managing large
datasets, offering accurate predictions even with larger
estimators and faster image classification compared to
AdaBoost. XgBoost, with its advantages of low bias,
low variance, short inference time, and high accuracy
of 97.8%, excels in predicting images rapidly. In the
context of power line (PL) prediction, XgBoost out-
performs the other two algorithms, namely LightGBM
and AdaBoost. According to the presented tables, the
proposed models, RsurgeNet with binary classification
and RsurgeNet with XgBoost, outshine other models
across various metrics, including AlexNet_AdaBoost,
AlexNet_LightGBM, AlexNet XgBoost, VGG16_
AdaBoost, VGGI16_LightGBM, VGGI16_XgBoost,
ResNet-50_AdaBoost, and ResNet-50_LightGBM.
Interestingly, ResNet-50_XgBoost performs poorly
despite the incorporation of feature extraction. More-
over, the confusion matrix (CM) [17] details the
performance of each CA on different datasets, offering
insights into true positives, false positives, true neg-
atives, and false negatives. This matrix provides a
comprehensive evaluation of the model’s classification
accuracy and errors across diverse scenarios and are
depicted in Table 1 and Table 3. The presented fig-
ures, namely Figure 14, Figure 15, and Figure 16, offer
a glimpse into the model’s validation accuracy on dif-
ferent datasets, providing visual insights into its per-
formance. In these visualizations, a small sample of the
model’s predictions is showcased, emphasizing the cor-
respondence between the predicted labels (“0” for no
power line and “1” for power line) and the actual labels,
representing the ground truth of each image Figure
14, specifically captures the model’s predictions on the
IR dataset. The actual label values of “0” or “1” indi-
cate whether a power line is absent or present, and
the prediction label values are compared to validate
the accuracy of power line detection. This visual rep-
resentation aids in assessing the model’s proficiency in
correctly classifying images within the IR dataset. Mov-
ing to Figure 15, the focus shifts to predictions on the
VL dataset. Similar to the previous figure, the alignment
between predicted and actual labels is crucial for eval-
uating the model’s accuracy in identifying power lines
within the context of the VL dataset. The visual depic-
tion provides a clearer understanding of the model’s
performance in diverse scenarios. Figure 16 extends
this analysis to predictions on the VL-IR dataset. This
figure encapsulates the model’s ability to handle the

Table 1. Performance analysis of various CNN models and its comparison with the proposed RsurgeNet approach FR the VL-IR dataset.
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Table 2. The performance analysis and comparison of CNN models with CA for the VL-IR datasets.
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combined IR and VL dataset, showcasing its perfor-
mance in scenarios where both types of images are
present. The visual examination of predicted labels
against actual labels contributes to a nuanced evalua-
tion of the model’s classification and prediction capa-
bilities across varied datasets. To further validate the
model’s results, the Hough transform is applied to the
evaluated outputs, specifically focusing on the results
containing power lines. This additional step aims to
draw out the lines more distinctly, facilitating easier
identification of power lines without unnecessary com-
plexity. The incorporation of the Hough transform adds
an extra layer of validation, enhancing the credibility of
the classification and prediction model results.

The outcomes of the Hough transform applied to
prediction samples containing only power lines are
visually presented in Figure 17, Figure 18, Figure
19, Figure 20, and Figure 21, shedding light on the
model’s line detection capabilities in different scenar-
ios. Figure 17, provides a detailed assessment of the
RsurgeNet model’s binary classification performance,
particularly in detecting power lines within the IR
dataset. The figure includes multiple subplots, each
showcasing binary classified output images that offer
insights into the line detection process. Subplots (a),
(al), and (a2) display binary classified output images
for the IR dataset, demonstrating instances where the
RsurgeNet model has performed binary classification
to identify power lines. The variability seen in these
images highlights the model’s varying accuracy in
detecting power lines across different scenarios within
the IR dataset. Additionally, Similarly, (b), (b1), and
(b2) illustrate binary classified output images for the
VL dataset, indicating the model’s performance in
power line detection within VL imagery. These subplots
enable a detailed analysis of the model’s precision in
detecting power lines in specific scenarios. Subplots (c),
(c1), and (c2) extend the analysis to the IR-VL combi-
nation, presenting binary classified output images that
demonstrate the RsurgeNet model’s effectiveness in
differentiating between power lines and their absence
within a mixed dataset containing VL images. This
inclusion adds complexity to the classification task,
revealing insights into the model’s capabilities under
such conditions. By utilizing the robust Hough trans-
form technique for line detection, the visual outputs
in Figure 17, critically evaluate the model’s accuracy
in detecting power lines. Variations in accuracy across
different scenarios depicted in the binary classified
output images offer valuable insights into the model’s
strengths and areas for potential improvement. Over-
all, this comprehensive analysis enhances understand-
ing of the RsurgeNet model’s performance, particularly
in its proficiency in detecting power lines within the
IR dataset. The subsequent investigation reveals that
the RsurgeNet model, coupled with the XgBoost clas-
sifier, achieves a noteworthy improvement of 97.8%
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a C
Figure 15. Predictions on the VL dataset.
Table 3. Analysis of confusion matrixes for models with CA algorithms.
Confusion matrix
ALEXNET VGG16 RESNET 50 RSURGENET
Classification algorithm Dataset True +VE False +VE True+VE False +VE True+VE False +VE True +VE False +VE
AdaBoost IR (4000) FALSE -VE 156 287 182 112 253 219 359 48
TRUE -VE 123 234 289 217 172 156 299 94
VL (4000) FALSE -VE 312 288 247 191 249 126 342 65
TRUE -VE 9 109 162 200 223 202 274 119
VL_IR (8000) FALSE-VE 252 552 581 401 685 249 517 361
TRUE -VE 12 784 159 459 154 512 33 689
Light GBM IR (4000) FALSE -VE 232 384 174 153 267 192 278 129
TRUE -VE 16 168 224 249 179 162 188 205
VL (4000) FALSE -VE 9 77 244 275 112 47 323 99
TRUE -VE 288 151 88 193 314 327 199 179
VL_IR (8000) FALSE-VE 687 25 681 164 434 296 679 313
TRUE -VE 407 481 232 523 93 777 57 551
XgBoost IR (4000) FALSE -VE 161 11 249 158 294 182 362 113
TRUE -VE 278 250 155 238 83 241 74 251
VL (4000) FALSE -VE 244 167 391 168 398 106 431 62
TRUE -VE 188 201 44 197 37 259 54 253
VL_IR(8000) FALSE-VE 683 83 724 70 721 52 783 25
TRUE -VE 245 589 247 559 154 673 9 783

in accuracy compared to the existing method. This
advancement is particularly evident when the features
generated by the model are transferred to various clas-
sifiers. The corresponding outcomes of this enhance-
ment are meticulously showcased in Figure 18, Figure
19, Figure 20, and Figure 21, each shedding light on
the Hough transform line detection output for sample
prediction power line images. Figure 18, delves into
the Hough transform line detection output, specifically

exploring scenarios where AlexNet is employed in con-
junction with three different classifiers (CA). Subplots
(a) and (al) represent IR images with power lines,
providing a baseline for evaluating detection accu-
racy. Subplots (a2), and (a3) extend the analysis to VL
images with power lines, offering additional perspec-
tives. Furthermore, (a4) and (a5) introduces a VL-IR
image with power lines, contributing to a more diverse
dataset for comprehensive evaluation. The subsequent
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subplots, denoted as [b-b5], depict preprocessed seg-  capturing the refined representations of power lines
mented output images, illustrating the intermediary  after segmentation. Subplots [c-c5] showcase the out-
steps in the image processing pipeline. These images  put of Adaboost when combined with AlexNet. These
serve as crucial inputs to the subsequent classifiers,  visual representations provide insights into Adaboost

MR MR IMe 200 e ok

c cl c2

Figure 17. Hough transform line detection output for the sample prediction PL images. (a)(a1)(a2) binary classified output images
for IR, (b)(b1)(b2) binary classified output images for VL, (c)(c1)(c2) binary classified output images for IR-VL combination.
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Figure 18. Hough transform line detection output for the sample prediction PL images of AlexNet with three CA: (a)(a1) IR images
with PL, (a2)(a3) VL images with PL, (a4)(a5) VL-IR images with PL, [b-b5] preprocessed segmented output, [c-c5] output of Adaboost
with AlexNet, [d-d5] output of LightGBM with AlexNet, [e-e5]output of XgBoost with AlexNet.

that interprets the features generated by AlexNet for
power line detection. Similarly, [d- d5] and [e-e5]
display the output of LightGBM and XgBoost respec-
tively, when integrated with AlexNet. The detailed
examination of Figure 18, contributes to a nuanced
understanding of the RsurgeNet model, in tandem with

XgBoost, outperforms the existing method, offering
substantial improvements in accuracy. This analysis is
pivotal for assessing the efficacy of the proposed model
in diverse scenarios, providing valuable insights for fur-
ther optimization and refinement. In Figure 19, the
Hough transform line detection output for predicted
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Figure 19. Hough transform line detection output for the sample prediction PL images of VGG16 with three CA: (a)(a1) IR images
with PL, (a2)(a3) VL images with PL, (a4)(a5) VL-IR images with PL, [b-b5] preprocessed segmented output, [c-c5] output of Adaboost
with VGG16, [d-d5] output of LightGBM with VGG16, [e-e5] output of XgBoost with VGG16.

PL images using VGG16 with three distinct CA is pre-
sented in a detailed breakdown. Subfigures (a) and (al),
depicts the images for IR with power lines, visually
representing the model’s predictions on scenarios with
IR imagery featuring power lines. On the other hand,
subfigures (a2), (a3) and (a4) showcase the images for
VL and VL-IR scenarios with power lines, providing
visual insights into VGG16 interpretation and classi-
fication of PL features in datasets containing both VL

and IR images. The set of subfigures [b-b5] displays
preprocessed segmented output, illustrating the results
of segmenting the images to highlight PL features.
These images help visualize the structural enhance-
ments and modifications applied during the prepro-
cessing stage. Subsequently, subfigures [c-c5] show
the output of Adaboost with VGG16, demonstrating
the way of Adaboost interpretation and categorizes
the PL images generated by VGG16, contributing to
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Figure 20. Hough transform line detection output for the sample prediction PL images of ResNet-50 with three CA:(a)(a1) IR images
with PL, (a2)(a3) VL images with PL, (a4)(a5) VL-IR images with PL, [b-b5] preprocessed segmented output, [c-c5] output of Adaboost
with ResNet-50, [d-d5] output of LightGBM with ResNet-50, [e-e5] output of XgBoost with ResNet-50.

a comprehensive understanding of the classification
outcomes. Moreover, subfigures [d-d5] present the out-
put of LightGBM with VGGI16, illustrating the way of
LightGBM processes and classifies the PL images gener-
ated by VGG16, providing insights into the algorithm’s

interpretation and classification performance. Finally,
subfigures [e-e5] showcase the output of XgBoost with
VGG16, depicting the results of employing XgBoost
as the classification algorithm for the features gen-
erated by VGG16. The images illustrate the way in
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Figure 21. Hough transform line detection output for the sample prediction PLimages of RsurgeNet with three CA: (a)(a1) IR images
with PL, (a2)(a3) VL images with PL, (a4)(a5) VL-IR images with PL, [b-b5] preprocessed segmented output, [c-c5] output of Adaboost
with RsurgeNet, [d-d5] output of LightGBM with RsurgeNet, [e-e5] output of XgBoost with RsurgeNet.

which XgBoost interprets and categorizes PL images,
offering a detailed examination of the model’s perfor-
mance with different classification algorithms on IR
and VL-IR datasets. In Figure 20, a comprehensive
analysis of the Hough transform line detection out-
put for predicted PL images is presented, focusing on
the implementation of ResNet-50 with three distinct
CA. Subfigures (a) and (al) illustrate the images for
IR scenarios with power lines, showcasing the model’s
predictions on infrared (IR) imagery featuring power

lines. Additionally, subfigures (a2), (a3), (a4), and (a5)
present the images for VL and VL-IR scenarios with
power lines, allowing for a visual understanding of
ResNet-50,which interprets and classifies PL features in
datasets containing both VL and IR images. The sub-
sequent set of subfigures [b-b5] displays preprocessed
segmented output, offering insights into the results of
segmenting the images to emphasize PL features. These
images provide a visual representation of the structural
enhancements and modifications applied during the
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Comparison of Models with Classification Algorithms
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Figure 22. Performance Indices of the proposed topology with other architecture.

preprocessing stage. Following this, subfigures [c-c5]
exhibit the output of Adaboost with ResNet-50, reveal-
ing the interpretation and categorization of PL images
generated by ResNet-50 through the Adaboost CA.
This provides a detailed examination of the classifica-
tion outcomes and the algorithm’s performance. More-
over, subfigures [d-d5] showcase the output of Light-
GBM with ResNet-50, illustrating the way of Light-
GBM processes and classifies the PL images generated
by ResNet-50. This visual representation contributes to
an understanding of the algorithm’s interpretation and
classification performance in different scenarios. Lastly,
subfigures [e-e5] depict the output of XgBoost with
ResNet-50, offering insights into the results of employ-
ing XgBoost as the CA for the features generated by
ResNet-50. These images provide a detailed examina-
tion of XgBoost interpretation and categorization of PL
images, contributing to a comprehensive analysis of the
model’s performance with various CAs IR,VL and VL-
IR datasets. In Figure 21, a detailed predicted power
line images is presented, focusing on the implementa-
tion of RsurgeNet with three distinct CA, Subfigures (a)
and (al) illustrate binary classified output images for
IR scenarios with power lines, showcasing the model’s
predictions on IR imagery featuring power lines. Addi-
tionally, subfigures (a2), (a3), (a4), and (a5) present
binary classified output images for VL and VL-IR sce-
narios with power lines, allowing for a visual under-
standing of RsurgeNet interpretation and classification
of power line features in datasets containing both VL
and IR images. The subsequent set of subfigures [b-
b5] displays preprocessed segmented output, offering
insights into the results of segmenting the images to
emphasize power line features. These images provide

a visual representation of the structural enhancements
and modifications applied during the preprocessing
stage. Following this, subfigures [c-c5] exhibit the out-
put of AdaBoost with RsurgeNet, revealing the inter-
pretation and categorization of power line images gen-
erated by RsurgeNet through the CA. This provides a
detailed examination of the classification outcomes and
the algorithm’s performance. Moreover, subfigures [d-
d5] showcase the output of LightGBM with RsurgeNet,
illustrating the way of LightGBM processes and classi-
fies the PL images generated by RsurgeNet. This visual
representation contributes to an understanding of the
algorithm’s interpretation and classification perfor-
mance in different scenarios. Lastly, subfigures [e-e5]
depict the output of XgBoost with RsurgeNet, offering
insights into the results of employing XgBoost as the CA
for the features generated by RsurgeNet. These images
provide a detailed examination of XgBoost interpreta-
tion and categorization of PL images, contributing to
a comprehensive analysis of the model’s performance
with various CAs on IR, VL and VL-IR datasets. Figure
22 offers a comprehensive overview of the performance
metrics for four distinct models with classifiers utilized
in this study, including CAPSNET [32], ALEXNET,
VGG16, RESNET-50, and RSURGENET. The evalua-
tion spans different datasets, namely IR (4000 images),
VL (4000 images), and VL-IR (8000 images). The sug-
gested topology, represented by RsurgeNet, emerges as
particularly noteworthy for HighVoltage Transmission
Line (HVTL) applications, demonstrating impressive
accuracy; especially in the context of larger datasets. For
the AdaBoost classifier applied to the IR dataset (4000
images), AlexNet achieved an accuracy of 48.75%,
while Vggl6 and ResNet- 50 exhibited accuracies of



49.87% and 51.1%, respectively. In contrast, RsurgeNet
outperformed them with an accuracy of 56.6%. Similar
trends are observed in the VL (4000 images) and VL-IR
(8000 images) datasets, solidifying RsurgeNet superior-
ity in accuracy across various scenarios. When consid-
ering the Light GBM classifier, RsurgeNet consistently
surpasses other models across the IR, VL, and VL-IR
datasets, showcasing its effectiveness in diverse imaging
scenarios. The same holds true for the XgBoost clas-
sifier, where RsurgeNet attains higher accuracy com-
pared to other models across all datasets. Partial Least
Squares Regression (PLSR) [32] applied to the VL-IR
dataset (8000 images). Here, RsurgeNet stands out with
an impressive accuracy of 97.8%, highlighting its profi-
ciency in handling complex datasets relevant to HVTL.
In summary, these results underscore the effectiveness
of RsurgeNet across diverse datasets and its poten-
tial suitability for HVTL applications, particularly in
scenarios involving larger datasets.

4. Conclusion

The pre-processing strategy played a pivotal role in sig-
nificantly enhancing the classification model’s perfor-
mance. The Infrared (IR) and Visible Light (VL) dataset
emerged as an ideal foundation for a robust power
line detection system. The proposed model demon-
strated noteworthy speed advantages over competi-
tors, achieving an impressive accuracy of 91.874% in
both training and validation sets, with consistent values
for loss and ROC. Despite the achieved high accu-
racy, opportunities for improvement exist by capital-
izing on the model as a feature extractor and seam-
lessly integrating extracted features into the CA. The
RsurgeNet_XgBoost model notably outperformed its
counterparts, exhibiting accelerated convergence and
achieving a 97.8% accuracy on the VL-IR(8000 images)
dataset with reduced inference time. Future research
endeavours could enhance this work by delving into
CNN frameworks with diverse architectures for the
instance segmentation of power line images, integrat-
ing non-neural classifiers. Furthermore, broadening the
scope to detect faults in power lines and insulators
would contribute to a more comprehensive coverage for
autonomous power line inspection.
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