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ABSTRACT
Cloud computing is a technology that holds great promise and has potential to revolutionize
the healthcare sector. Many security and privacy issues are brought up by the cloud’s central-
ization of data for both patients and healthcare professionals. There is a need for maintaining
secrecy in communication in exchanging medical data between the sender and the receiver,
which can be done by cryptography. This article presents a cryptographic algorithm (encryption
and decryption) to have a secure communication of digital health care confidential data using
DNAcryptographyandHuffmancoding. The interestingproperty is the cipher sizeobtained from
our algorithm is equal to the sizeof the cipherobtained fromthecharacter set of givendata. Secu-
rity analysis is provided to show the security of data when stored and transmitted to the cloud.
The cryptographic requirements, key space analysis, key and plain text sensitivity, sensitive score
analysis, sensitivity and specificity, optimal threshold, randomness analysis, uniqueness of imple-
mentation, entropies of binarybits, DNAbases,DNAbaseswithHuffmancode,Huffmanencoded
binary bits and cloud service provider’s risk are analyzed. The method proposed is compared
with other cryptographic methods and results that it is more secure and stronger than other
methods.
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1. Introduction

Cloud computing has been gaining popularity recently
and it has emerged as an essential one to all from the
time of the pandemic covid-19. The adoption of cloud
services around the world in all directions leads to the
storage of huge data in the cloud and the corresponding
cloud service. It is the right time to use DNA comput-
ing to store huge digital data and to offer secured cloud
service to cloud users with full security.

The healthcare sector has embraced information and
communication technology (ICT) and the internet to
improve patient care, expedite procedures, and boost
healthcare results. But as healthcare data is more digi-
talized, it becomes more important than ever to protect
patient privacy and security. Many security and pri-
vacy issues are brought up by the cloud’s centralization
of data for both patients and healthcare profession-
als. Concerns about security, privacy, efficiency, and
scalability are preventing cloud technology from being
widely adopted as a result.

There is a need formaintaining secrecy in communi-
cation in exchanging medical data between the sender
and the receiver. This can be done by cryptography. By
encoding the messages one can maintain security in

cryptography. Hashing functions, secret-key functions,

and public key functions are the three categories of
cryptographic functions. In public key cryptography,
two keys are used. One key is used in secret-key cryp-
tography.

In the cryptosystem, the sender of a message
encrypts the message with the help of a key and sends
it to the receiver over the internet. The receiver will
decrypt the encrypted message with the help of get-
ting the key from the sender. The message is referred
to as plain text, the process of encoding is referred to
as encryption, the encrypted message is referred to as
cipher text, the process of decoding is referred to as
decryption, and the text used to encrypt and decrypt
is referred as the key. The entire system is referred to as
a cryptosystem. There are two types of cryptosystems
namely symmetric and asymmetric cryptosystems. In
the case of a symmetric cryptosystem with the same
key both the process of encryption and decryption will
be performed. The well- known examples of symmet-
ric cryptosystems are AES and DES. However, in the
case of an asymmetric cryptosystem with two differ-
ent keys, the process of encryption and decryption will
be performed. One key, the public key for encryption,
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and another key, the private key for decryption. A well-
known example of an asymmetric cryptosystem is RSA.

Data compression reduces the storage space required
to store data by changing its format. The security of
digital data is a standing issue because digital data are
connected to the internet. The need of all is to secure
data during the storage and transmission of data. In
this article, a method using variable key lengths in the
algorithm will prevent guessing the key length by an
attacker.

1.1. Works related to this article

Qi and Fan [1]; Qi et al. [2]; Qi and Qi [1]; Qi et al.
[3], represent the sequences from Huffman coding by
graphs to study long DNA sequences. In Qi et al. [3],
applied graphs to the sequences to protect the data.
Marty et al. [4] protected the data by storing it. Kazuo
et al. [5] protected the data by a one-way function. Auto
et al. [6] protected the data with a novel DNA com-
puting method. Ibrahim et al. [7], protected the data
with a DNA cryptographic algorithm. Hossain et al.
[8] protected the data by a novel method. Maria et al.
[9] applied a method to reduce the computation time.
KrishnaGopal et al. [10] imposed a constraint to reduce
the error occurring during the conversion of binary into
DNA strings. The algebraic attacks on stream ciphers,
cause a lot of impacts and so using threshold functions,
the algebraic immunity is studied by Pierrick [11]. Ana
and Pantelimon applied probabilistic methods to esti-
mate the nonlinearity of Boolean functions [12]. In
elliptic curve cryptography, a study on the linear con-
gruential generator is made by Jaime [13]. Wrya et al.
gave encoding and decoding algorithms using matrices
in [14].

Gary Doeblien [15] identified the difficulties in
ensuring data security and privacy in digital healthcare
as well as the significance of cyber security for e-Health.
Applications on cloud computing can be secured by
applying a lightweight cryptographic algorithm, as
demonstrated by Fursan Thabit et al. [16]. In Sivan
and Ahmad Zukarnain [17], discuss the growing need
for cloud computing, what it is, the challenges and
opportunities it presents, and how healthcare orga-
nizations should set up and prepare their defenses
before deploying the newest, most advanced service
model. Yazan Al-Issa et al.’s study [18] examined var-
ious cloud security and privacy issues as well as the
application of cloud computing in the healthcare sector.
By using a Password-Based Key Derivation Function
(PBKDF2) to secure enhanced versions of secure hash
fixed-based output cryptographic algorithms (SHA-
512), Dhanalakshmii and Victo Sudha George [19]
devised a way to secure data for E-Health applications
in cloud environments. This helps to secure patient
data in e-health cloud environments. A unique privacy
model for Electronic Health Records (EHR) systems

was proposed by Nowrozy et al. [20], using machine
learning (ML) techniques and a conceptual privacy
ontology. A systematic study on privacy in electronic
health records was carried out by Rodrigo et al. [21].

Cloud-based cryptography and compressions dis-
cussed in Abed et al. [22], Ahmad and Shin [23], Ailen-
berg and Rotstein [24], Alsaffar et al. [25], Alsaffar [26],
Alhija et al. [27], Cao et al. [28], Chen et al. [29], De
Silva and Ganegoda [30], Dong et al. [31], Doricchi
et al. [32], Goldman et al. [33], Golin et al. [34], Jameel
and Fadhel [35], Mehedi et al. [36], Mehedi et al. [36],
Amanullah et al. [37], Bhattacharyya et al. [38], Li et al.
[39], Altarawneh [40], and Rupa and Shah [41] are
different from our work in this article.

1.2. Main results

Both encryption and decryption algorithms are pre-
sented in this article. The process is illustrated with an
example. The performance of the method concerning
encryption and compression is discussed. The cryp-
tographic requirements, key space analysis, key and
plain text sensitivity, sensitive score analysis, sensitivity
and specificity, optimal threshold, randomness analysis,
uniqueness of implementation, entropies of binary bits,
DNA bases, DNA bases with Huffman code, and Huff-
man encoded binary bits, and cloud service provider’s
risk are analyzed.

The transmission entropy of the cipher reached
the maximum value since p(0) = p(1) = 0.5 to the
sequence of the cipher. The size of the data is 32 bits
and the cipher is 6 bits so 81.25% of the storage space
be saved by adopting this method. Security analysis is
given to show its performance. The randomness of the
cryptographic method is calculated as 100%. Hence, it
became difficult for the adversary to guess the orig-
inal data. Using arithmetic and geometric means the
uniqueness of the implementation of ourmethod is cal-
culated as 0.5 and it is observed that it reached 0.5 the
ideal value for uniqueness, which leads to high secu-
rity. The method of this article is compared with other
cryptographic methods to show it is more secure and
stronger than other methods.

The interesting feature of our method is the size of the
cipher obtained from our algorithm is equal to the size
of the cipher obtained from the characters of the given
data. And, due to DNA computing and Huffman cod-
ing no degradation and no data loss. And hence no risk
to the cloud service providers. The way of using vari-
able key lengths in the algorithm will prevent guessing
the key length by an attacker.

1.3. Construction of the article

In section 2, a cryptographic method is introduced
in the article. The architecture of the method is also
given. The components of the architecture such as cloud
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Figure 1. Proposed cloud architecture.

service provider, DNA coding, andHuffman coding are
discussed. In section 3, the encryption algorithm with
the flowdiagramof the process is given. The encryption
process is illustrated in section 3 using an example. In
section 4, the decryption algorithm with the flow dia-
gram of the process is given. Section 5, provides the
security analysis of the method. In Section 6, a com-
parative study of methods is given. The conclusion and
future research plans are given in section 7. Finally, dec-
larations and references are given at the end of this
article.

2. The proposed system

In this section, an architecture of a DNA coding and
Huffman coding system (Refer to Figure 1.) is pro-
posed. This technique uses variable force lengths. Its
length cannot be guessed by the attacker. Since the
security is maintained in this method compared to tra-
ditional methods cloud users can adopt this method.
On adopting this method there will be an increase in
industry growth and production.

To store data, including files, business data, films,
and photos, cloud storage uses remote servers. Through
an internet connection, users upload data to servers,
where it is stored on a virtual machine on a physi-
cal server. Cloud companies commonly distribute data
around several virtual machines in global data cen-
tres to ensure availability and redundancy. The cloud
provider will spin up extra virtual computers tomanage
the load as storage requirements increase. Through an
internet connection and software such as a web portal,
browser, ormobile app via an application programming
interface (API), users can access data in Cloud Storage.

2.1. DNA Coding

In the case of DNA computing, the storage space of data
will be reduced since the two binary bits are stored in
a mono nucleotide {A, T, C, G} of a DNA molecule
(Refer to Figure 2). And, the security of the data will
also be maintained due to the complex nature of DNA
sequence.

Figure 2. DNAmolecules.

Figure 3. Huffman binary tree.

2.2. Huffman coding

For lossless data compression, Huffman coding is an
entropy encoding algorithm that was coded by Huff-
man [42]. It is an optimal compression algorithm to
compress the data using the frequency of individual let-
ters [43,44]. The Huffman binary tree is given in (Refer
to Figure 3).

3. Encryption algorithm

In this section, an encryption process (Refer to
Figure 4), and an algorithm (Refer Algorithm 1) are
presented. A text message is encrypted using this
algorithm. And, a cipher is also generated from the
characters of the data. The resulting ciphertext contains
information that provides enhanced protection against
intruder attacks.

The encryption process is given in the form of a
flow diagram. First, take a piece of data and convert it
into hexadecimal data, then the hexadecimal data into
binary data. Using XOR operation convert the resultant
binary data into another binary data using Key 1. Now
convert this binary data into DNA data using Key 2.
Using XOR operation convert the resultant DNA data
into another DNA data using Key 3. Now convert the
DNA data into Huffman data using Key 4.. Using the
XOR operation convert the resultant Huffman data into
another Huffman data using Key 5. Repeat this pro-
cess till the cipher size is equal to the cipher obtained
from the characters of the given data. Finally, replacing
binary bits 0 by u and 1 by v.

When the data is uploaded to the cloud, an SMS or
electronic mail key is sent to the The mobile phone of
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Figure 4. Encryption process.

Algorithm 1 Encryption algorithm

Require: Original plaintext
Ensure: Secured Cipher text
1: Select an original plaintext to encrypt.
2: Generate Hexa decimal code to the original plaintext (Level−1)
3: Generate binary sequence to the Hexa decimal code (Level−2)
4: Generate binary sequence by applying XOR using a key, a unit sequence

of the same length (Level−3)
5: Generate DNA sequence from binary sequence using the key (Level−4)
6: Generate DNA sequence by applying XOR using a key, it is a sequence

with a DNA base C of the same length (Level−5)
7: Generate the frequency of the DNA bases to the generated DNA code

(Level−6)
8: Generate the Huffman tree to the generated frequency of the DNA bases

(Level−7)
9: Generate Huffman tree numbering left and right edges by 0 and 1. (Level

−8)
10: Assign binary bits to DNA bases from the Huffman tree(level−9)
11: Generate Huffman binary sequence to the DNA sequence. (level−10)
12: Generate binary sequence by applying XOR using a key, a unit sequence

of the same length (Level−11)
13: Repeat steps 7–11 till the cipher size is equal to the cipher got from the

characters of the given data.
14: Generate a sequence by replacing binary bits 0 by u and 1 by v. (Level

−12)
15: The resultant from the previous step is a secured cipher text, an

encrypted and compressed one. It will be put in the cloud. (Level−13)

the data owner and the same key can only be used to
access the data from the cloud.

Cloud computing employs encryption, access con-
trol, constant monitoring, and regular backup and
recovery procedures as well as other technologies, pro-
cesses, and policies to safeguard the cloud environment.
Organizations may make sure that their data is safe
and secure in the cloud by putting these precautions in
place.

Table 1. Frequency and probability table of di-nucleotides.

DNA bases TC AT TA TG Length of DNA sequence

Frequency 1 2 2 3 8
Probabilities 0.125 0.25 0.25 0.375 Total = 1

Figure 5. Huffman binary tree.

Table 2. Huffman code table of di-nucleotides.

DNA bases TC AT TA TG Total bits

Huffman code 00 01 10 11 8

3.1. Encryption result

In this section, we provide an example that will be use-
ful for security analysis. data Using the algorithm the
following steps are given for an Example.

Step 1 Original plain text to be encrypted.
data
Step 2 Conversion of the data into the Hexa decimal

form (Level −1) gives 64 61 74 61
Step 3 Conversion of the Hexa decimal form into

binary form (Level −2) gives 01100100 01100001
01110100 01100001

Step 4 Conversion of binary sequence into another
binary sequence by applying XOR using the key
11111111111111111111111111111111 of the same
length (Level −3) gives 10011011 10011110 10001011
10011110

Step 5 Conversion of binary sequence in step 4
into DNA sequence (Level −4) gives GTGCGTCG-
GAGCGTCG

Step 6 Conversion of DNA sequence into another
DNA sequence by applyingXORusing a keyCCCCCC-
CCCCCCCCCCC of the same length (Level −5) gives
TGTATGATTCTATGAT

Step 7 Frequency and probability of di-nucleotides
(Level-6) is given in Table 1.

Step 8 Creation of the Huffman tree (Level −7) is
given in Figure 5.

Step 9 Labelling the left and right edges by 0 and 1 in
the Huffman tree and the end nodes by di-nucleotides
(Level −8) the resultant is given in Figure 6.

Step 10 Assigning the binary bits to the di-
nucleotides along the branches of the Huffman tree, the
required bits to encode the di-nucleotides are given in
Table 2.
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Figure 6. Labelled Huffman binary tree.

Table 3. Frequency and probabilities of {NE, NW, SE}.
DNA bases NE NW SE Length of Huffman sequence

Frequency 1 2 1 4
Probabilities 0.25 0.5 0.25 Total = 1

Figure 7. Huffman binary tree.

Table 4. Huffman-coded table of {NE, NW, SE}.
DNA bases NE NW SE Length of Huffman sequence

Frequency 1 2 1 4
Probabilities 0.25 0.5 0.25 Total = 1
Huffman code 00 1 01

Step 11 Conversion of di-nucleotide into Huffman
binary sequence (Level −10) gives 11 10 11 01 00 10 11
01

Step 12 Conversion of the sequence in step 11 by a
key of the same length of the form 1111111111111111
using XOR (Level −11) gives 00 01 00 10 11 01 00 10

Step 13 Conversion of the sequence in step 12 into
an un-guessable form using the key (Level −11a) gives
NENWSENW

Step 14 Frequency and probability of {NE, NW, SE}.
(Level −11b), is in Table 3.

Step 15 Creation of the Huffman tree (Level −11c),
is given in Figure 7.

Step 16 The frequency and probability of {NE, NW,
SE}. (Level −11d), is in Table 4.

Step 17 Conversion of the sequence in the previous
step using Huffman code using the key (Level −11e)
gives 00 1 01 1

Step 18 Conversion of the sequence in the previ-
ous step using the operation XOR using the key 111111
(Level −11f) gives 11 0 10 0

Step 19 Conversion of the sequence of the previous
step by replacing 0with u and 1with v, a key (Level−12)
gives vv u vu u

Figure 8. Huffman tree of the characters {d, a, t}.

Table 5. Frequency table of the characters {d, a, t}.
Characters d a t Length of sequence

Frequency 1 2 1 4
Probabilities 0.25 0.5 0.25 Total = 1
Huffman code 00 1 01 cipher 001011

Step 20 Put the resultant cipher text from the previ-
ous step in the cloud (Level −13).

The cipher text from the previous step is an
encrypted one. It will be put in the cloud.

3.2. Huffman code for an Example using
characters

On applying the Huffman coding to compress the data
of an Example, onemust take the characters {d, a, t}, the
frequency distribution table is (Refer to Table 5) and the
corresponding Huffman tree is (Refer to Figure 8)

From the Huffman tree, the cipher is 001011. The
cipher obtained from the encryption algorithm of the
proposed method is 001011 in step 17 of an Example.
and it is the same as the cipher 001011 got directly using
the characters in an Example. Again, the length of the
cipher obtained using the algorithm in step 17 is 6 and
the length of the cipher got directly using characters is
6. The compression achieved is (32-6)/32 = 26/32.And
the percentage of compression is 81.25%. The data saves
the storage space of 32-6 = 26 bits. Using the method
in this article only 6 bits of space is enough to store data
of size 32 bits

4. Decryption algorithm

In this section, a decryption process (Refer to Figure 9),
and an algorithm (Refer Algorithm 2) are presented. A
text message is decrypted using this algorithm. When
the cipher, encrypted data is downloaded by the end
user from the cloud, using an e-mail key or SMS key
received at the computer/mobile p26.32hone from the
data owner, the end user can decrypt and get the origi-
nal data and can use and store it in their computer.

Using the Algorithm 2, the following steps are given
for an Example.

Step 1 The cipher text is downloaded from the cloud
(Level −13).
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Figure 9. Decryption process.

Algorithm 2 Decryption algorithm

Require: Secured Cipher text
Ensure: Original plaintext
1: Select the Cipher text to decrypt.
2: Generate a sequence by replacing u by 0 and v by 1 from the cheer.

(Level 1)
3: Generate binary sequence by applying XOR using a key, a unit sequence

of the same length (Level−11)
4: Generate the Huffman code sequence from the previous sequence.

(level 2)
5: Assign to the DNA bases the Huffman code (level 3)
6: Generate Huffman tree numbering left and right edges by 0 and 1. (Level

−4)
7: Generate frequency of the DNA bases from the Huffman tree (Level 5)
8: Generate DNA code from the frequency of the DNA bases (Level 6)
9: Generate DNA sequence from the previous step (Level 7)
10: Repeat the above process until you get a binary sequence of length

that is equal to the length of the given data. (Level 8)
11: Generate DNA sequence using XORwith the DNA sequence of the same

length with the base C only from the previous step (Level 9)
12: Generate binary sequence from DNA sequence (Level 10)
13: Generate binary sequence using XOR with a unit sequence of the same

length as the binary sequence got from the previous step (Level 11)
14: Generate the Hexa decimal code from the binary sequence (Level 12)
15: Generate the original plaintext from the Hexa decimal code (Level 13)
16: The resultant from the previous step is original data, a decrypted one.

It will be put in the computer of the end user in any part of the world.

Table 6. Frequency table of {NE, NW, SE} from step 5.

DNA bases NE NW SE Length of Huffman sequence

Frequency 1 2 1 4
Probabilities 0.25 0.5 0.25 Total = 1
Huffman code 00 1 01

The cipher text is an encrypted one and stored on
your computer.

Step 2 Downloaded cipher text from the cloud will
be of the form (Level −12).

vv u vu u
Step 3Conversion of sequence in step 2 into a binary

form by replacing u by 0 and v by 1 (Level −11a) gives
11 0 10 0

Step 4Conversion of sequence in step 3 into a binary
form by using XORwith a binary unit sequence 111111
(Level −11b) gives 00 1 01 1

Step 5Generate a DNA sequence from the Huffman
binary code (Level −11c) gives NE NW SE NW

Step 6 Frequency and probability table of {NE, NW,
SE}. (Level −11d), is Table 6
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Figure 10. Huffman tree of the step 6.

Figure 11. Huffman tree of the step 9.

Figure 12. Huffman tree of the step 10.

Table 7. Frequency table of step 11.

DNA bases TC AT TA TG Total bits

Huffman code 00 01 10 11 8

Step 7 Creation of the Huffman tree (Level −11e) is
given in Figure 10.

Step 8Conversion of the sequence in step 5 by using
a key (Level −11f) gives 00 01 00 10 11 01 00 10

Step 9 Conversion of the sequence in step 8 by a key
of the same length of the form1111111111111111 using
XOR (Level −10) gives 11 10 11 01 00 10 11 01

Step 10 Creation of the Huffman tree (Level −9), is
given in Figure 11.

Step 11 Labelling the left and right edges by 0
and 1 in the Huffman tree and the end nodes by di-
nucleotides (Level−8), the resultant Figure is Figure 12.

Step 12 Assigning binary bits to the di-nucleotides
along the branches of the Huffman tree, the required
bits to encode the di-nucleotides are given in Table 7.

Step 13 Generation of DNA sequence using the key
(Level −6) gives TGTATGATTCTATGAT

Step 14 Conversion of DNA sequence into another
DNA sequence by applyingXORusing a keyCCCCCC-
CCCCCCCCCCC of the same length. (Level −5) gives
GTGCGTCGGAGCGTCG

Step 15 Conversion of DNA into a binary sequence
using the key (Level −4) gives 10011011 10011110
10001011 10011110

Step 16 Conversion of binary sequence into another
binary sequence by applying XOR using the key
11111111111111111111111111111111 of the same
length. (Level −3) gives 01100100 01100001 01110100
01100001

Step 17 Conversion of the binary form into Hexa
decimal form into (Level −2) gives 64 61 74 61

Step 18 Conversion of the Hexa decimal form into
an original plain text. (Level −1) data

Following the above steps, the original text can be
decrypted from this method.

5. The security analysis of themethod

In the following, to study the performance of the
method we analyze the security of the data using the
method of this article.

5.1. Cryptographic requirements

From the cipher output, an attacker should not guess
the key and input data, to that extent a method should
produce a cipher output. If a single bit of key is altered it
should give different input, to that extent cipher should
depend on the key and the input.

5.2. Key space analysis

The security strength of this cryptographic method
is 230 bits. And so the method can face brute-force
attacks.

5.3. Key and plaintext sensitivity

The ideal value of the bit change percentage is 50%.
Results from an Example, the bitchange percentage was
81.25% greater than the ideal value 50%. An attacker
can not find any properties of the plaintext or the
key used when the cipher text is obtained since the
algorithm is strong.

5.4. Security score analysis of the proposed
method

Assign a score of +1 for the bit symbol 1 and assign a
score of for the bit symbol 0. Then the security score of
a binary sequence is given by.

Security score = sum of the scores of all bits
length of binary sequence

If the security score is in the interval [−1,1], then the
data is secured. If the security value in an algorithm is
increased from a negative value to a positive value, then
the cryptographic method is more secure. The security



380 K. SELVAKUMAR AND S. LOKESH

value should not be greater than 1 and less than −1.
That is, in general,−1≤ Security score≤ 1The security
score of a binary sequence will be of the form,

Security score

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1, if number of 0 bits = 0,

0.5, if number of 1 bits = 3
4
length of binary

sequence,
0, if number of 1 bits = number of 0 bits,

−0.5, if number of 1 bits = 1
4
length of binary

sequence
−1, if the number of i bits = 0.

For Example 1., the value of the security score is given
by

Security score

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−0.1875, for the binary sequence of origial
data,

−0.0025 for the first DNA encoded sequence,
0 for the final Huffman coded binary

sequence

The security score has increased from −0.1875 to 0.
This indicates the cryptographicmethod is secured and
robust in performing DNA encryption and then the
Huffman compression. Security score predicts that the
method successfully secures digital data.

5.5. The Sensitivity and Specificity of themethod

The sensitivity and Specificity of the method are dis-
cussed in this section using data threshold. Data thresh-
olds are applied to prevent anyone from viewing a
report present in data. The higher the threshold higher
the precision.

The optimal threshold is defined as the ratio of the
number of 1 bit divided by the sum of the number of 1
bit and the number of 0 bits from the binary sequence.
If the threshold value of the cipher is greater than the
threshold value of the original data then the cipher is
more sensitive and specific. And, so no one can view a
report present in the data.

For Example, the binary sequence of length 32 of
the original data contains 13 numbers of 1 bit and 19
numbers of 0 bits. The threshold value of the original
data is

Optimal Threshold = 13
32

= 0.40625

And, the Huffman-coded binary sequence of length 6
of the cipher of the original data contains, 3 numbers of
1 bit and 3 numbers of 0 bits. The threshold value of the

cipher of the original data is given by

Optimal Threshold = 3
6

= 0.5.

The threshold value of the cipher is 0.5 and it is
greater than the threshold value of the input data which
is 0.40625. This shows that the cryptographic method
prevents anyone from viewing a report present in the
data. The optimal threshold leads to the highest sum of
sensitivity and specificity of the proposed method.

5.6. Randomness analysis of themethod

The entropy of the method is used in this section to
perform the randomness analysis of the method. The
randomness is given by

Randomness = −
2∑

i=1
Pilog2Pi

where Pi, i = 1(1)2 refers to the proportions of the
binary bits 1 and 0 of the encoded Huffman binary
sequence of the data. If the randomness is close to 50%,
it will become difficult for the adversary to guess the
original data.

For Example, 1., the randomness of the Huffman
encoded binary sequence is equal to 1.0 bits per symbol.
That is, the randomness of the cryptographic method
is 100%. Hence, it became difficult for the adversary to
guess the original data.

5.7. Uniqueness

In this section, we have to find the uniqueness of our
implementation. The ideal value of uniqueness is 50%,
and it means half of the bits in the final output are
different. The uniqueness is calculated from the arith-
metic /geometric mean of R1 and R2 where R1 is a
ratio between the number of 1 bit in a binary sequence
and the length of the binary sequence and R2 is a ratio
between the number of 0 bits in a binary sequence and
Length of the binary sequence.

For Example, R1 = 13
32 , and, R2 = 19

32 , for the origi-
nal data. And for Example, R1 = 3

6 , and R2 = 3
6 , for the

cipher of the data. The uniqueness value is

Uniqueness

=
⎧⎨
⎩
0.5, arithmetic nean of (R1,R2) of original

data
0.5, arithmetic mean of (R1,R2) of the cipher.

On taking the arithmetic mean of R1 and R2, one can
observe value remains 0.5 fixed. That is, the ideal value
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of uniqueness is 50%. Again, the unique value is

Uniqueness

=

⎧⎪⎪⎨
⎪⎪⎩

0.4911323, geometic nean of (R1,R2)
of original data

0.5, geometic mean of (R1,R2)
of the cipher.

On taking the geometric mean of R1 and R2, one can
observe the value 0.5 reached the ideal value of unique-
ness 0.5. This predicts that the cryptographic method is
unique and leads towards higher security.

5.8. Entropy of the binary bits

Entropy is the measure of uncertainty in bits and this
concept was introduced by Shannon in [45,46]. The
uncertainty of the cipher is the number of plaintext bits
that must be recovered from scrambled cipher text to
get the message back, and this is measured via entropy.
The entropy of a variable is the weighted average of
optimal bit representation size such as the average size
of an optically encoded message.

The entropy H of the binary bits X = {0, 1} in the
binary sequence B of the original data with two symbols
0 and 1 due to the event is given by Jones and Mewhort
[45]; Othman et al. [46]; Shannon [47]; Shannon [47],

H = −
2∑

i=1
Pilog2Pi

where Pi, i = 1(1)2 refers to the probabilities of binary
bits 0 and 1 of the binary sequence of the original data
B. Entropy H can also be defined as

H = −log2[(P(0).P1)(P(1).P2)]

where Pi, i = 1(1)2 refers to the probabilities of binary
bits 0 and 1 of the binary sequence of the original data.

This means, that the higher the probability of an
event less the uncertainty. The highest uncertainty is
only achieved when the values are equally distributed.
The probability of an event ranges from 0 to 1 and the
entropy can range from 0 to 1. Figure 13 gives an insight
into the entropy of event encryption using X = {0, 1}
where two outcomes are considered.

(1) The value of entropy is 0 for both the least and
highest probability, which proves that if the proba-
bility of occurrence is 0, an event entropy will be 0,
indicating that the event will never happen. Simi-
larly, if the probability of an event is 1 means this
event will always happen against the entropy is 0
because, in this scenario, there is no uncertainty
about the information.

(2) The entropy of the system is maximum “1” when
the probability is “1/2 = 0.5”. This indicates that
all events have the same chance to occur. If

Figure 13. Entropy curve of the binary bits 0 and 1.

Table 8. Entropy calculation table.

Binary bases 0 1 Total

Frequency 19 13 32 bits
Probabilities Pi 0.59375 0.40625 1
Binary codes 0 1
Number of bits ni 1 1
Pini 0.59375 0.40625 Average length = 1
Pi .log Pi −0.134422849 −0.158927691 H = 0.974489403

the probability increases from “0.5” then entropy
decreases and similarly, if the probability decreases
the entropy also decreases because in a former
event is less likely to occur whereas in later the
event is more likely to occur. For a system where
the number of events increases the entropy also
increases, for example, it has two possible out-
comes, and the probability range from 0 to 1, its
distribution differs. Each event has equal probabil-
ity p = 1/2 only then maximum entropy will be
achieved (Refer to Figure 15a). Here the entropy
reaches a maximum value which is 1.

For Example, the entropy of the binary sequence of
the original data is equal to 0.974489403 bits per symbol
(Table 8).

5.9. Entropy of the DNA bases

The entropy H of the DNA bases {TC, AT, TA, TG} is
given by

H = −
2∑

i=1
Pilog2Pi

where Pi, i = 1(1)4 refers to the probabilities of DNA
bases {TC, AT, TA, TG}. For Example, the entropy of
the DNA four bases is equal to 1.913629062 bits per
symbol. The maximum entropy value from the entropy
curve is 2 (Refer to Figure 14)
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Figure 14. Entropy curve of the DNA bases TC, AT, TA, TG.

As per the expectations to have strong encryp-
tion, the following conditions are the requirements,
namely,

(1) The probability value of encoding with DNA bases
should be lesser than encoding the original data by
binary bits.

(2) The average length of the binary tree of the DNA
bases should be greater than the average length of
the binary tree of the binary bits.

(3) The entropy value of the DNA bases should be
greater than the entropy value of binary bits.

(4) The maximum entropy value of the DNA bases
should be greater than themaximumentropy value
of binary bits.

All these requirements are fulfilled in the method of
this article.

5.10. Entropy of the DNA bases with Huffman code

When compressing an ideal gas volume, the entropy
increases since the molecules collide more times per
second with each other. Similarly, as the molecules
have more room to move, the entropy decreases when
expanding an ideal gas. The entropy H of the DNA
bases {NE, NW, SE} with four symbols is given by.

H = −
2∑

i=1
Pilog2Pi

where Pi, i = 1(1)3 refers to the probabilities of DNA
basesNE,NW, SE.For Example, the entropy of theDNA
four bases with Huffman code is equal to 1.5 bits per
symbol.

To have strong encryption, the following conditions
are the requirements, namely,

(1) The probability value of encoding with DNA bases
should be lesser than encoding the original data by
binary bits.

(2) The average length of the binary tree of the DNA
bases should be greater than the binary bits.

(3) The entropy value of the DNA bases should be
greater than the entropy value of binary bits (Refer
to Figure 15c).

(4) The maximum entropy value of the DNA bases
should be greater than themaximumentropy value
of binary bits.

All these requirements are fulfilled in the method of
this article.

5.11. Entropy of the Huffman encoded binary bits

The entropy H of the encoded binary sequence of the
data with 2-symbols is given by

H = −
2∑

i=1
Pilog2Pi

where Pi, i = 1(1)2 refers to the probabilities of the
binary bits 0 and 1 of the encoded Huffman binary
sequence of the data.

For Example, the entropy of the Huffman encoded
binary bits 0 and 1 is equal to 1 per symbol. The infor-
mation entropy reaches its maximum value of 1 since
p(0) = p(1) = 0.5 and a binary message is more infor-
mative.

To have a strong compression, the following condi-
tions are the requirements, namely,

(1) The probability value of encoding with Huffman-
coded DNA bases should be greater than the prob-
ability value of encoding with binary-coded DNA
bases.

(2) The average length of the binary tree of the
Huffman-coded DNA bases should be lesser than
the binary tree of binary-coded DNA bases.

(3) The entropy value of the Huffman-coded DNA
bases should be lesser than the entropy value of
binary-coded DNA bases.

(4) The probability value of the Huffman-coded
binary sequence should be greater than the prob-
ability value of the Huffman-coded DNA-based
sequence.

(5) The average length of the binary tree of the
Huffman-coded binary bits should be lesser than
the binary tree of Huffman-coded DNA bases.

(6) The entropy value of the Huffman-coded binary
bits should be lesser than the entropy value of
Huffman-coded DNA bases.

All these requirements are fulfilled in the method of
this article.
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Figure 15. Comparison of information entropy of binary and DNA bits. (a) Entropy of the binary bits. (b) Entropy of the DNA bases.
(c) Entropy comparison.

5.12. Cloud service provider’s Risk

Risk is a very important part of the cloud to focus
on stability and risk mitigation. The risk can be
calculated as

Risk = P(loss of data) × (Amount of loss of data).

The method applied in this article is a no loss of data
and so there is no risk in storing the data in the cloud.
Modern features enable the development of the mod-
ern IT industry by eliminating features of traditional
services.

6. Comparison with existingmethods

In this section, a comparison of our method with
existing methods for encoding and decoding times
in Figure 16. Next, our method is compared for the
encryption and decryption times in Figure 17. Finally,
in Figure 18, themethod in this article is comparedwith
the methods available in the literature by Auto et al. [6],

Hossain et al. [8], Ibrahim et al. [7], Kazuo et al. [5],
and Maria et al. [9]. From Figure 6, it is evident that
the decoding time is lesser than the encoding time as
the size of the data increases from 1KB to 300 KB. Sim-
ilarly, From Figure 6, it is evident that the decryption
time is lesser than the encryption time as the size of
the data increases from 1KB to 300 KB. In Figure 16,
Method-1 [7], Method-2 [5], Method-3 [6], Method-4
[8], and Method-5 Maria et al. [9] are compared with
the proposed one for the whole process. It is observed
from Figure 18, that the time of the whole process is
increasing as the size of the data increases on applying
all the methods. But, the proposed method takes more
time than other methods for the same data of the same
size.

Cloud computing is a technology that holds great
promise and has the potential to revolutionize the
healthcare sector. Numerous advantages come with
cloud computing, including rapid implementation,
resource sharing, cost and energy savings, and
flexibility.
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Figure 16. Encoding and decoding times.

Figure 17. Encryption and decryption times.

Figure 18. Comparison with existing methods.

7. Conclusions

Cloud computing is a technology that holds great
promise and has the potential to revolutionize the
healthcare sector. Numerous advantages come with
cloud computing, including rapid implementation,

resource sharing, cost and energy savings, and flexibil-
ity. Many security and privacy issues are brought up by
the cloud’s centralization of data for both patients and
healthcare professionals. There is a need for maintain-
ing secrecy in communication in exchanging medical
data between the sender and the receiver. This can be
done by cryptography.

This article presents a cryptographic method (an
encryption and decryption algorithm) to have a secure
communication of digital health care confidential data
using DNA cryptography and the Huffman algorithm.
Cloud users can transfer their applications and data to
the cloud since our method will secure data more than
traditional methods. In this article, the security of dig-
ital data and the reduction of the storage space of the
data are considered. The cryptographic method pro-
posed in this article uses both DNA cryptography and
the Huffman algorithm to generate the key for encryp-
tion and decryption. This method uses symmetric key
cryptography. The key size is 230 bits. The interest-
ing property of our method is the cipher size of the
cipher got from our algorithm is equal to the size of
the cipher got from the characters of the given data.
The result shows that the size of the cipher is 6 bits
for the test plain text of size 32 bits so 81.25% of the
storage space be saved on adopting this method. In
our method, in the cipher, since p(0) = p(1) = 0.5,
the information entropy reaches its maximum value
and a binary message is more informative. The secu-
rity analysis is provided to show the security of the
data during both storage and transmission. The cryp-
tographic requirements, key space analysis, key and
plain text sensitivity, sensitive score analysis, sensitivity
and specificity, optimal threshold, randomness analysis,
uniqueness of implementation, entropies of binary bits,
DNA bases, DNA bases with Huffman code, and Huff-
man encoded binary bits, and cloud service provider’s
risk are analyzed. It is observed that on applying the
Huffman algorithm after applying DNA cryptography
to the input data, the size of the encrypted file gets
reduced from the size of the binary bits of the given
data file. Our method is compared with other crypto-
graphic methods and showed that it is more secure and
stronger than other methods. Using the security score
the security of the method is shown. Using sensitivity,
randomness, and uniqueness of the data and cipher, it
is shown that the method leads to high security.

Because DNA sequences are complicated to manip-
ulate or decode, DNA cryptography offers a high degree
of security. Since DNA sequences can be used as cryp-
tography keys, it is practically hard to break them with
existing technology. The method of this article is very
readily applied, since we are not discovering keys uti-
lizing modulo notions. Huffman coding is less appro-
priate in scenarios where the distribution of symbols
is unknown or fluctuates dynamically since it necessi-
tates knowing the frequency of each symbol ahead of
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time. Huffman trees can be complicated and challeng-
ing to comprehend, which makes code maintenance
and debugging more challenging with weak structures.

Cloud computing is a technology that holds great
promise and has the potential to revolutionize the
healthcare sector. Numerous advantages come with
cloud computing, including rapid implementation,
resource sharing, cost and energy savings, and flexibil-
ity. In the future, this work will be extended to colour
images and asymmetric keys will be applied. In partic-
ular, based on the works in [48], PKE and SKE (Public
Key Encryption and Symmetric Key Encryption) will
be applied in the future. And to improve the accuracy
of the method new methods will be applied.
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