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ABSTRACT
Social media and e-commerce are the two most prominent and quickly expanding industries
today. These two areas exhibit the greatest influence on platform users. Numerous new people
sign up for these networks on a daily basis. This platform offers extremely quick user networking
and communication. These platforms are used to create an online product-based recommender
system that will help grow online business by recommending products. Online product rec-
ommendations are entirely dependent on the views, feedback, and comments of consumers.
Online recommender systems have become a regular part of consumers’ everyday routines, with
their widespread use observed in e-commerce, social networking platforms, and news websites.
This paper offers a novel framework for product recommendation based on sentiment analy-
sis (SA) and collaborative filtering (CF). The SA was performed using an LSTM-based model. On
the basis of CF, two distinct recommendation systems were built. The proposed SA model was
integratedwith the best recommendation system to enhance the recommendations. The exper-
imental findings showed that the proposed system for product recommendation outperformed
the existing methods. The outcomes demonstrated the potential of combining CF and SA to
improve consumer satisfaction and product recommendation in e-commerce systems.

ARTICLE HISTORY
Received 24 September 2023
Accepted 8 December 2023

KEYWORDS
E-commerce platform; user
sentiments; user preferences;
sentiment analysis;
collaborative filtering;
product recommendation;

1. Introduction

The rise of internet usage and the rapid growth of
mobile devices have fuelled the widespread adoption
and popularity of online shopping, leading to its sub-
stantial expansion in recent years [1]. Customers like
online shopping because they can make selections
about what things to buy based on review comments,
product ratings, and technical specifications. Recom-
mender systems encompass software solutions and
methodologies that leverage user preferences and his-
torical data to offer recommendations across a range
of products or items [2–5]. Users will be assisted in
making decisions regarding the products or items by
the recommendations made by recommender systems.
Recommender systems utilize various types of actively
acquired data to analyze and generate recommenda-
tions. The type of recommender systems determined
the data that was used for information processing.
The utilization of the abundant information present on
Online Social Networks (OSNs) to offer valuable rec-
ommendations on products, items, or other entities is
made possible by the significant role played by rec-
ommender systems. The cloud platform is used by the
automatic recommender system to deliver thoughts or
recommendations about the product depending on the
user’s inquiries. The cloud platform provides a valu-
able channel for individuals to express their opinions

and feelings regarding products and items. The recom-
mender systemwill function well on the cloud platform
provided by online social networks like Twitter and
Facebook. Based on user-based and item-based rec-
ommenders, the recommendation engines are divided
into two categories. Product recommendations through
online social networks that offer sentiment data on
reviews that users have left about products, items, or
anything else. Figure 1 illustrates a visual representa-
tion of the recommendation system implemented in an
e-commerce platform.

In the e-commerce environment, the recommen-
dation system provides advantages to both the buy-
ers and sellers who participate in the community.
In order to cater to diverse product interests and
personalized recommendations, recommendation sys-
tems play a crucial role by analyzing user purchas-
ing behaviour and preferences from a wide range of
available products, ultimately providing relevant rec-
ommendations that align with individual needs and
preferences [6]. Collaborative and content-based rec-
ommendation approaches are the two prevalent types
of approaches used in the field of recommendation
systems.

The use of SA approach is crucial when creating a
recommender system. It is also known as opinion min-
ing. Opinion mining is a technique that utilizes text
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Figure 1. Recommendation system in E-commerce.

mining and natural language processing (NLP) to ana-
lyze and extract sentiments or opinions from textual
data. The sentiment might be positive or negative [7].
This opinion is sometimes categorized as positive, neg-
ative, and neutral. SA offers opinions about the data so
that decisions can be made in numerous sectors. SA is
a widely utilized approach in NLP that aims to clas-
sify sentiments and retrieve subjective insights from
the given data. Based on the provided data, the clas-
sification of sentiment polarity will take place at three
stages of analysis. The fundamental aspect of a recom-
mender system based on SA lies in the utilization of
SA techniques within the recommender system. The
recommendation system uses SA as a decision support
tool. It is intended to give users themost accurate results
possible by combining SA with recommender systems.
The SA techniques provide the recommender system
with information about the sentiment of the subsequent
user query, which can be positive, negative, or neu-
tral. This enables the recommender system to make
decisions based on the SA results.

It is crucial to comprehend the idea of a funda-
mental recommendation system and the necessity of
social media in the modern world. A recommenda-
tion system is an online tool or software programme
that guides users towards the most suitable products by
considering the preferences, rankings, favourites, and
evaluations provided by other users according to dif-
ferent criteria. These recommendations may be in the
form of many intentions, such as things to purchase,
career alternatives for students to consider, friends to
add to a social network, films to view, institutions to
attend for higher education, or online news to read.
In other words, the system provides the customized
advice to the user who requests it based on informa-
tion it has gained from reviews, features, ratings, user
feedback, and user-specific data. The framework for

recommendations is a crucial tool for effective online
interactions between consumers and retailers. The suc-
cess of sales is greatly influenced by quick and pleasant
encounters to identify the perfect product. This paper
presented a robust product recommendation system
using deep learning (DL) techniques that combine col-
laborative filtering (CF) and SA, resulting in enhanced
performance and accuracy.

2. Literature review

A. Naresha and P. Venkata Krishna [8] introduced a
machine learning (ML) based recommender system for
SA. Application programming interface is used to col-
lect data from the twitter data source. The collected
tweets are preprocessed and classified as either posi-
tive, negative, or neutral. Finally, the effectiveness of
the three fundamental supervised ML algorithms is
evaluated. The framework for SA with recommender
systems was developed using supervised learning tech-
niques based on the selected ML models. R.V. Karthik
and Sannasi Ganapathy [9] proposed a novel system for
product recommendation in online shopping, which
utilizes fuzzy logic to dynamically predict the most
appropriate products for customers based on their cur-
rent preferences. The paper introduced an innovative
method to compute the sentiment score of a prod-
uct considering the specific target category associated
with end users. The proposed recommendation system,
which utilizes fuzzy rules and ontology-based tech-
niques, incorporates ontology alignment to enhance
the accuracy of judgments and make predictions that
are contextually relevant based on the search context.
The outcomes from the experiments indicated that the
newly proposed recommendation system outperforms
the existing product recommendation systems in terms
of accurately predicting relevant products for specific
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consumers and delivering these recommendations in
a more efficient manner. The major limitations of the
proposed work are complex to develop and maintain
and also sensitive to changes in customer behaviour
or preferences. Cach N. Dang et al. [10] proposed and
evaluated a recommendation method that combines
collaborative filtering (CF) approacheswith SA, provid-
ing a meaningful integration of these two techniques.
The recommender system is constructed using a flexi-
ble architecture that integrates advanced DLmodels for
SA and employs improved methods for feature extrac-
tion. The outcomes of the empirical investigation con-
ducted with two well-known datasets demonstrate that
CF techniques and sentiment-based DL models can
greatly improve the effectiveness of the recommender
system. But the major limitation is that it is compu-
tationally intensive and requires significant computing
resources. An intelligent method for product recom-
mendations was proposed by S Parvathi Vallabhaneni
et al. [11]. In this work, a structure based on differ-
ent profound learningmodels that rely on solo-learning
and managed learning methods was introduced. The
suggested method used a multilayer perceptron model
that makes extensive use of broad learning to apply
presumption evaluation to smaller-scale blog literary
data using sham variables methodology. According to
the experiment results, the suggested bigram-based
framework demonstrated superior performance com-
pared to other approaches in the E-commerce field,
particularly on the analyzed platform. Fatemeh Abbasi
et al. [12] suggested a recommender system that utilizes
both explicit and implicit user preferences, aiming to
enhance the accuracy of predictions. For user groups,
the CF based on DL was merged with sentimental anal-
ysis to boost system accuracy. The suggested system
utilizes NLP and supervised classification techniques to
assess emotions and retrieve underlying attributes from
textual data, thereby providing a means to understand
sentiments and implicit characteristics. The SVD was
utilized to increase scalability when designing the rec-
ommender system. The outcomes demonstrated that
the suggested strategy enhances CF performance. The
limitation of the work is that the time factor to intro-
duce more precision into the recommendation system
is not considered.

Abhaya Kumar Sahoo et al. [13] proposed a DL
method called the Restricted BoltzmannMachine Con-
volutional Neural Network. This approach demon-
strated the potential of big data analytics in develop-
ing a powerful health recommender engine for effec-
tive healthcare recommendations. The rise of telehealth
offers a major chance for the healthcare sector to shift
from a conventional model to a more individualized
approach, specifically in the realm of providing remote
healthcare services. The experimental outcomes indi-
cate that the DL method proposed in the study exhibits
lower error rates compared to previousmethods used in

the field. The primary drawback of the suggested task
is the low level of privacy. Shanshan Yi and Xiao fang
Liu [14] employed ML algorithms to acquire knowl-
edge, examine, and categorize consumer experience-
based product information and retail information. The
data regarding the features and user reviews of the
Unifed computing system, a server designed for data-
centric computing products, was collected as part of a
comprehensive evaluation that included hardware test-
ing, support for visualization, and software manage-
ment analysis. It has been determined from the find-
ings and comparisons that ML algorithms outperform
other methods. However, this paper does not explain
why customers are interested in a variety of products
in various geographic regions. Maram Almaghrabi and
Girija Chetty [15] presented a novel method for fore-
casting user ratings across various media collections
found in online databases and libraries. The method
utilizes DL techniques to enhance the Collaborative Fil-
tering (CF) methodology, enabling more accurate pre-
dictions for media items like movies, music, and books.
The suggested approach was evaluated using four pub-
licly available datasets demonstrated promising results
in terms of various performance measures. The exper-
imental evaluation reveals positive outcomes for the
proposed method. Sudhanshu Kumar et al. [16] intro-
duced a hybrid recommendation system that integrates
content-based filtering, SA of movie tweets, and collab-
orative filtering. This integrated approach aims to pro-
videmore accurate and personalized recommendations
by considering the content of movies, analyzing senti-
ments expressed in tweets related to movies, and lever-
aging collaborative filtering techniques. To improve this
recommendation system, SA is employed. In order to
assess current trends and audience reactions, movie
tweets have been gathered from microblogging ser-
vices. A comprehensive study of the proposed rec-
ommendation system involves conducting thorough
experimentation to provide in-depth insights and anal-
ysis. Finally, a comparisonwith various baselinemodels
is shown using both qualitative and quantitative data.
The study does not clarify information on user emo-
tional tones from various social media networks. The
proposed framework by I-Ching Hsu and An-Hung
Liao [17] is a versatile approach that combines SA and
ML to create a recommendation system. The chatbot
comprises several modules. The suggested approach
was tested by using a sentiment-based article recom-
mendation linebot. This linebot provides an API inter-
face that enables chatbots to activate the system through
a webhook mechanism, showcasing the modular func-
tionality of the system. The effectiveness and accu-
racy of four ML algorithms and two DL algorithms
were evaluated in a Spark cloud computing environ-
ment. Based on experimental results, the decision tree
approach exhibits superior performance in terms of
both test accuracy and processing speed when applied



AUTOMATIKA 413

to SA tasks. One significant drawback of the proposed
work is the absence of anymention regarding the incor-
poration of decision-making systems that take into
account human factors.

Marius Andrei Negret et al. [18] introduced a sys-
tem created for mood enhancement based on a unique
SA approach. The Fer2013 dataset is utilized to train
a DL model that can accurately identify moods or
emotions. Enhancing the ability of the recommenda-
tion system to deliver more relevant and accurate rec-
ommendations can be easily achieved by refining the
tracks obtained from the Spotify API. Various tech-
nologies and programming languages were employed
during the system development process to enhance
user-system interaction and deliver accurate recom-
mendations for optimizing the utilization of limited
resources. The evaluation of the system demonstrated
that it is reliable and easy for users to interact with.
The trained model achieved a high degree of accuracy,
and the validation process was conducted under realis-
tic testing conditions, further establishing its credibil-
ity and trustworthiness. A novel SNN framework was
presented by S. Prasanna Priya and Karthikeyan [19]
for an efficient recommendation system. SNN frame-
works typically involve two phases in their operation.
The initial stage of the SNN framework involved uti-
lizing NLP techniques to convert unstructured data
into structured data, providing amethod for organizing
and extracting meaningful information from the given
data. This approach involves several steps, including
data preprocessing, extracting relevant features, scor-
ing words, classifying polarity, and conducting SA. In
the second stage of the SNN framework, the validation
of polarity classes is conducted through their applica-
tion to real-world examples to ensure their accuracy.
SNN structures demonstrate not only high accuracy
in predicting outcomes but also incorporate a classi-
fier weighting factor, contributing to reduced train-
ing time. For the network to be trained, the model
needed a lot of data and processing power. A senti-
mental analysis-based product recommendation sys-
tem based on random forest classifier was created by
Gayatri Khanvilkar andDeepali Vora [20]. Major prod-
uct websites use SA to comprehend the product’s popu-
larity and issues. The main structure of SA is a problem
of positive and negative classification. Utilizing ordi-
nal classification in SA offers a more comprehensive
insight into the range and nuances of sentiments, pro-
viding a deeper understanding of the expressed opin-
ions. The suggested approach employs ordinal catego-
rization to assess the sentiment polarity of user feed-
back. SVM and Random Forest are ML algorithms that
the system used to provide polarity. Jian Yu et al. [21]
proposed a recommendation algorithm that utilizes
content SA. Their algorithm demonstrates superior
performance compared to conventional collaborative
filtering-based product recommendation algorithms.

This study maximizes the utilization of SA technol-
ogy and proposes a holistic approach that integrates
both user sentiment similarity and user score simi-
larity, providing a comprehensive measure of similar-
ity. The collaborative filtering (CF) recommendation
algorithm leverages user shopping comments from e-
commerce websites to evaluate a comprehensive sim-
ilarity between users. By combining sentiment simi-
larity and score similarity, the algorithm generates a
predictive score for products, enabling effective recom-
mendations. Jinming Zhang et al. [22] developed an
algorithm called Aspect Sentiment Collaborative Fil-
tering (ASCF) that integrates SA and a fuzzy Kano
model. This integration allows for a meaningful fusion
of SA and the fuzzy Kano model in the algorithm. By
performing a fine-grained SA on the user’s purchase
history, ASCF is able to ascertain the different attitudes
that users have towards various aspects of the prod-
uct. Subsequently, the fuzzy Kano model is employed
to analyze the user’s preferences and perceived impor-
tance for each feature. Based on this analysis, a novel
method is proposed to measure similarity, incorporat-
ing user preferences, for a CF algorithm. Research con-
ducted on Amazon datasets has shown that applying
Association Rule-based Collaborative Filtering (ASCF)
significantly improves the accuracy of item-level rec-
ommendation systems and opinion-enhanced collab-
orative filtering. ASCF results in higher precision in
recommending items and reduces the number of prod-
uct recommendations while maintaining precision in
similarity calculations. One drawback of the proposed
approach is the absence of a dedicated optimization
solution for sparsity, which could potentially impact the
effectiveness and efficiency of the recommendations.

The Internet offers a wide range of data sets, making
it a vast resource for users. However, due to the over-
whelming amount of information available, users may
struggle to navigate through it and find the most suit-
able and definitive solution to their information needs.
Users lack confidence and find it challenging to choose
the most important information on the web because
of the varied nature of web data. Therefore, a practi-
cal system must be created to deal with this problem.
The advice of various services, including the choice of
appropriate items, getting information on career coun-
selling, films, and books that the users need. The older
version of the recommendation system is propagated
through “word of mouth”, which is frequently utilized
by many people to buy a new product or to select the
internet information by examining the opinions and
feedbacks of the various users. In recent years, social
media has become a primary source of data for online
recommendation systems, allowing them to present
users with recommendations that are more participa-
tory and practical. The vast number of data from vari-
ous social media networks and other e-commerce sites
has also been brought about by the expansion of social
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Figure 2. Block diagram of the proposed methodology.

media. This data includes reviews, comments, posts,
tweets, tags, and opinions. User-generated material,
such as product evaluations or social media remarks,
is primarily reliant on SA. But it can be difficult to
find a significant amount of good, useful data, partic-
ularly for newer or specialized products. The accuracy
of the recommendations may be impacted by SA that
is incomplete or biased due to a lack of data. So, an
effective product recommendation system using SA is
required.

3. Materials andmethods

SA and CF constitute the core of the proposed product
recommendation system. The primary objective is to
provide a vital instrument for facilitating efficient inter-
actions between customers and retailers in the realm
of e-commerce. Figure 2 presents the visual represen-
tation of the proposed method in the form of a block
diagram. The proposed strategy is categorized into two
distinct sections. The first one is a SA model based on
LSTM. It is followed by the product recommendation
system. The SA model was trained using preprocessed
data. Then user- based and item- based recommenda-
tion systems are developed using CF. The most suitable
recommendation system has been chosen and utilized
to suggest 20 products to a user based on their rat-
ings, aiming to identify the products that they are highly
likely to purchase. Finally, the recommendation system
is linked to the sentimental analysis model to improve
the recommendations. The model selects the top five

products by analyzing the sentiments expressed in the
reviews of the 20 recommended products.

3.1. Dataset

The sample dataset [23] was gathered from Kaggle.
The dataset provided comprises over 30,000 reviews,
encompassing a wide range of products, with more
than 200 products included in the dataset. The reviews
and ratings are given by more than 20,000 users.
The attribute description of the dataset is tabulated
in Table 1. The SA model can utilize only the chosen
attributes for analysis. The sample data used for the SA
model is illustrated in Figure 3.

3.2. Data preprocessing

Data preprocessing aids in enhancing data quality,
reducing noise, standardizing text, normalizing words,
addressingmisspellings, converting text into numerical
characteristics, and ensuring that the data is prepared
for analysis. The various data preprocessing methods
used in this study are mentioned below.

• Duplicated Data Checking

When two or more identical or nearly similar data
points emerge in the dataset, it is said to have dupli-
cate values. Dealing with duplicates is crucial since they
can result in biased or incorrect analysis. Compare each
data point to the full dataset to find exact or nearly exact
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Figure 3. Sample data for dataset.

duplicates. Once the duplicate values have been located,
they can be deleted to leave only the unique instances.
This makes sure that each data point is only displayed
once in the dataset.

• Handling Missing Values

Missing values refer to situations when specific vari-
ables or attributes have no data or have partial data.
There can be various reasons for the occurrence of

Table 1. Dataset attributes.

Attributes Attribute description

Id Unique identity number to identify each
unique review given by the user to a
particular product in the dataset

brand Name of the brand of the product to which
user has given review and rating

categories Category of the product like household
essentials, books, personal care products,
medicines, cosmetics items, beauty
products, electrical appliances, kitchen and
dining products, health care products and
many more.

manufacturer Name of the manufacturer of the product
name Name of the product to which user has added

review or rating
reviews_date Date on which the review has been added by

the user
reviews_didpurchase Whether a particular user has purchased the

product or not
reviews_doRecommend Whether a particular user has recommended

the product or not
reviews_rating Rating given by user to a particular prodcut
reviews_text Review given by the user to a particular

product
reviews_tittle The title of the review given by the user to a

particular product
reviews_userCity The residing city of the user
reviews_userProvince The residing province of the user
reviews_username The unique identification for individual user in

the dataset
user_sentiment The overall sentiment of the user for a

particular product (Positive or Negative)

missing values, such as data entry errors, technical
issues, or when participants choose not to provide a
response. Examine each variable or attribute in the
dataset and check for null, NaN (Not-a-Number), or
other indicators of missing values. It may choose to
eliminate the associated occurrences or variables if the
missing values are insignificant and arise randomly.
After duplicate data checking and handling missing
values, a data frame was created for the SA model
using only three attributes, “reviews_text, reviews_title,
user_sentiment”. Then reviews_text and reviews_title
can be combined into a single attribute. The data after
duplicate checking andmissing value handling is shown
in Figure 4.

• Removal of Unwanted Text and Unwanted Charac-
ters

Unwanted text and characters must be removed during
text preprocessing in order to clean up the text data.
It assists in removing unnecessary material and back-
ground noise that could obstruct further investigation.
Special characters and punctuation are often unneces-
sary in text analysis and can be eliminated. Apostro-
phes, whitespace, and any characters other than low-
ercase letters can also be eliminated. The preprocessed
data after the removal of unwanted text and characters
are shown below (Figure 5).

• Lemmatization

The goal of the lemmatization approach is to break
down words into their basic or root form, or lemma.
The canonical or dictionary form of a word, which
embodies its fundamental meaning, is the base form of
the term. Lemmatization aids in word
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Figure 4. Data after duplicate checking and missing value handling.

Figure 5. Data after removal of unwanted text and characters.

normalization and vocabulary reduction. Lemmatiza-
tion considers the word’s part of speech (POS). The
POS tag aids in determining the proper lemma since
many POS categories have different criteria for deriv-
ing the base form. Below is a display of the data after
lemmatization (Figure 6).

• Stop Word Removal

Stop word removal is a popular text preprocessing tech-
nique used to get rid of words that are seen as common
anddon’t significantly add to the text’s overallmeaning.
Articles, prepositions, pronouns, and other commonly
used words are referred to as stop words. Stopwords
like “don’t”, which are used with certain words such as
“don’t buy”, “don’t try”, and “don’t like”, among others,
should not be eliminated (Figure 7).

3.3. Exploratory data analysis

Exploratory Data Analysis (EDA) plays a vital role
in data analysis as it involves examining the data to
gain valuable insights, identify patterns, and establish
relationships or connections between different vari-
ables. EDA seeks to enumerate the primary traits of

the dataset, reveal any underlying structure, and pro-
duce hypotheses for more research. An important EDA
approach is data visualization. The below figure dis-
plays the visualization of the preprocessed data. Figures
8 and 9 depict the word clouds representing positive
and negative sentiment, respectively. Figure 10 displays
the distribution of classes.

3.4. Feature engineering

The feature engineering process involved three steps,
feature extraction using TF-IDF, handle class imbal-
ance, perform train and test split. The preprocessed
data were divided into test data and train data prior
to feature extraction. 25% of the data were utilized for
testing, and the remaining 75% for training.

The process of feature extraction using TF-IDF
transforms the original texts into a matrix of TF-IDF
features. A feature extraction method called TF-IDF
vectorizer is used in natural language processing to
transform text data into numerical feature vectors.
Term Frequency-Inverse Document Frequency (TF-
IDF), is a numerical representation that measures the
importance of a term within a particular document
in relation to the entire collection of documents [24].



AUTOMATIKA 417

Figure 6. Data after lemmatization.

Figure 7. Data after stop word removal.

Figure 8. Word cloud for positive sentiment.

Figure 9. Word cloud for negative sentiment.



418 R. THOMAS AND J. R. JEBA

Figure 10. Class distribution.

The term frequency (TF) component measures the fre-
quency of occurrence of a specific term or word within
a document. The frequency of a given term in a docu-
ment is evaluated by dividing the total number of terms
in the document by howoften that specific termappears
in the document. If a term occurs more often in a doc-
ument, TF will give it a higher value since it believes it
to be of more significance. The IDF component deter-
mines how uncommon a term is across the entire col-
lection of documents. It is evaluated by dividing the
total number of documents by the number of docu-
ments that contain a specific term. IDF assumes that
uncommon terms in the corpus are more informative
and gives them higher ratings. The TF and IDF values
for each phrase in a document aremultiplied to provide
the TF-IDF score. The resulting TF-IDF score repre-
sents the significance of a term in a particular text in
relation to the entire corpus. The process involves con-
verting a collection of textual documents into a matrix

of TF-IDF features using the TF-IDF vectorizer. Each
document in the corpus is represented as a numeri-
cal feature vector, where every feature corresponds to
a term within the document.

It is clear from the class distribution that the given
data is highly imbalanced. In imbalanced data sets,
one class has a disproportionately smaller number of
instances than the other class, which can affect model
performance and produce false predictions. So, random
oversampling was used to address the class disparity.
The objective of random oversampling is to enhance
the representation of the minority class by increasing
its proportion, thereby achieving a more balanced dis-
tribution of classes. In order to attain the appropriate
balance, samples from the minority class are repeatedly
duplicated at random. Using this method, both classes
are given equal representation andweight duringmodel
training. Figure 11 displays the class distribution after
correcting class imbalance.

Figure 11. Class distribution after handling class imbalance.
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Figure 12. Block diagram of the suggested SA model.

3.5. Long Short-TermMemory (LSTM) for SA

SA was performed using the LSTM model. The SA
model received the generated feature vector as input.
The classification task is carried out by the LSTM
model. Figure 12 illustrates the block diagram for the
SA model.

Long Short-TermMemory is a type of recurrent neu-
ral network structure that is developed to effectively
capture and understand the relationships and patterns
present in sequential data [25]. Because of its unique
capacity to store information over extended periods of
time, LSTM is particularly well suited for modelling
and predicting sequences with long-term dependen-
cies. This is accomplished by the network using mem-
ory cells, which give it the ability to selectively recall
or forget information at each time step. Figure 13 illus-
trates the LSTM framework. LSTMunit is comprised of
three essential elements: the input gate, the forget gate,
and the output gate. The gates present in the LSTM cell
regulate the flow of information, enabling it to selec-
tively process and retain important information while
discarding redundant or irrelevant information.

The role of the input gate is to regulate the extent
of new information that should be integrated into the
cell state. To process the previous hidden state and the
current input, the combination of the two is subjected
to the sigmoid activation function. The sigmoid acti-
vation function plays a crucial role in determining the
proportion of newly introduced data that gets incorpo-
rated into the cell state. The forget gate in an LSTM

Figure 13. LSTM architecture.

network determines which information from the pre-
vious cell state should be discarded or forgotten. The
combination of the previous hidden state and the cur-
rent input undergoes the application of the sigmoid
activation function. The sigmoid activation function’s
output determines howmuch of each component of the
cell state should be kept. In order to update the prior
cell state, the forget gate is used in conjunction with the
new data from the input gate. The responsibility of the
output gate is to decide the extent to which informa-
tion from the current cell state should be revealed as
the hidden state. During the implementation of SA, the
previous hidden state and the current input are passed
through a sigmoid activation function for processing.
The sigmoid activation function controls the amount
of transformation that occurs from the cell state to the
hidden state through the tanh activation function.

There are two LSTM layers in the proposed SA
model. There are 128 units in the first LSTM layer.
There are 128 units that regulate the quantity of internal
memory cells. There are 64 units in the second LSTM
layer. The complexity and capacity of the LSTM layer
are controlled by the number of units (64). The out-
put sequences from the first LSTM layer are passed
onto the second layer, which returns a single output.
After the LSTM layers, two additional Dense layers are
included in the model. In the dense layer, every input
unit is connected to every output unit, forming a FC
layer. The dense layer utilizes the sigmoid function as
its activation function. Table 2 contains a summary of
the suggestedmodel. Figure 14 displays the architecture
of the model.

3.6. Product recommendation system

A recommendation system for products is a form of
filtering system that offers users product recommenda-
tion by taking into account their preferences, previous
actions, and relevant data. It is commonly utilized to

Table 2. Model summary.

Total parameters 118,081
Trainable parameters 118,081
Non-Trainable parameters 0
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Figure 14. Proposed model architecture.

improve user experience, boost customer engagement,
and boost revenues in e-commerce platforms, online
marketplaces, and video streaming services. The SA
model and CF are combined in the proposed prod-
uct recommendation system. A user-based and also an
item-based recommendation system is developed with
the help of CF. User-based CF identifies similar users
based on their historical interactions with items. In
order to generate recommendations, it looks for people
who have reviewed or bought similar things. It is pos-
sible to suggest products to a target user that they have
not yet consumed but that are appreciated or preferred
by users who are similar to them. According to previous
user interactions, item-based CF finds similar items.
It seeks out items that users have rated or purchased
jointly and suggests products that are comparable to
those already consumed by the target user. According
to the theory, users are more likely to be interested in
associated items if they liked a particular item. The SA
model was integrated with the best recommendation
system to enhance the predictions.

Collaborative filtering is a popular approach that
generates personalized recommendations by analyzing
the preferences and actions of a community of users.
It assumes that individuals who have previously shared
similar tastes and preferences will likely continue to
do so in the future. In order to find patterns and
similarities between users and items, the CF method
makes advantage of historical user-item interactions.
The CF approach does not require explicit knowledge
of the traits or properties of objects or users. It just
employs the observable interactions between users and
the items. Since item qualities are not always read-
ily available or when users’ preferences change over
time, it is especially helpful in these situations. The

gathered data is used to create the user item matrix.
The interactions between users and items are repre-
sented by this matrix, where each row is a user and each
column denote an item. The elements in the matrix
describe how the user interacted with the item, such
as a rating or a binary value indicating whether the
user interacted with the item or not. The subsequent
stage involves determining the similarity between users
or items within the user-item matrix by performing a
comparison. Here, the similarity is determined using
the cosine similarity measure. The cosine similarity of
two vectors is calculated by considering the cosine of
the angle formed between them. The value ranges from
−1 to 1, where 1 means the vectors are the same, 0
means they have no similarity, and −1 means they
are completely opposite. The cosine similarity is repre-
sented as follows:

Cosine Similarity (M,N) =
(M · N)

(‖ M ‖ ∗ ‖ N ‖) (1)

where M • N denotes the dot product of vectors M
and N. ||M|| and ||N|| represent the Euclidean norms
(magnitudes) of vectors M and N, respectively.

The calculation of user similarity in user-based col-
laborative filtering relies on their interactions and pref-
erences towards different items. One way to provide
recommendations is by analyzing the behaviour of
users who display similar patterns of interaction. Item-
based collaborative filtering determines the similarity
between items by considering the manner in which
users engage with those items. It is possible to produce
recommendations using items that are similar based
on how frequently the same users interact with them.
A neighbourhood selection stage is carried out after
determining how similar two users or items are. This
step involves choosing a subset of similar users or items
that will be used to generate recommendations. Both
the computational difficulty and the quality of the rec-
ommendations can be considerably influenced by the
size of the neighbourhood. Once the neighbourhood
has been chosen, suggestions can be produced based
on the interests of users or products that are similar to
them.

After careful consideration, the most appropriate
recommendation system was selected to suggest 20
products that are highly probable for a user to purchase,
considering their ratings. Finally, the SAmodel is com-
bined with the recommendation system to improve the
recommendations.

4. Results and discussion

4.1. Hardware and software setup

The suggested model was executed after the dataset has
been prepared. The acquired dataset can be split into
two distinct sets: a training set comprising 75% of the
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Table 3. Hyperparameters.

Loss Mean Squared Error

Optimizer Adam
Activation function Sigmoid
Batch size 64
Number of Epochs 300

Table 4. Performance parameters.

Performance metrics Equation

Accuracy (Tp+Fp)
(TP+FP+TN+FN)

Precision (TP)
(TP+FP)

Recall (TP)
(TP+FN)

F1-Score 2 × (Precision×Recall)
(Precision+Recall)

Where TP = True Positive, TN = True Negative,
FP = False Positive, FN = False Negative.

data, and a test set consisting of 25% of the data. The
model was created, trained, and evaluated using LSTM
onGoogle Collaboratory. Python and TensorFlowwere
used throughout the entire process. The Adam opti-
mization method was used for prediction. The model
trained for 300 epochs using a 64-batch size. The fol-
lowing Table 3 lists the hyperparameters that were used
in this study.

4.2. Performance parameters

The effectiveness of the suggested DL model is deter-
mined using performance parameters. These metrics
offer quantifiable evaluations of the model’s effective-
ness and assist in determining its ability to produce
precise predictions. Below is a discussion of the most
popular performance metrics (Table 4).

4.3. Experimental results

The model’s functionality and convergence during
training are revealed by the accuracy plot and loss
plot. The accuracy plot provides a visual representa-
tion of how the model’s accuracy changes throughout
the training process for both the training and validation
data. The accuracy of the training data often improves
over time as the model learns the training examples. A
loss plot shows the trend of the model’s loss over the
course of training epochs. The loss function evaluates
the degree of alignment between the model’s predic-
tions and the actual values. In order to show that the
model is capable of accurate prediction, the purpose of
training is to minimize the loss. A declining loss over
epochs in the figure indicates that the model is get-
ting better at fitting the training set of data. Figure 15
shows the accuracy plot and loss plot of the suggested
SA model.

The classification report serves as a comprehensive
evaluation metric employed to assess the effectiveness
of the model. It offers a number of crucial parameters,
including precision, recall, and F1 score. Table 5 lists
the collected performance metrics for the suggested SA
model.

The suggested SA model got superior performance
compared to existing SA model. The model obtained
an accuracy of 98.43%. The graphical representation of
the effectiveness of the suggested SAmodel is illustrated
below (Figure 16).

Table 5. Performance of SA model.

Performance metrics Obtained results

Accuracy 98.43%
Precision 99.27%
Recall 98.12%
F1-Score 98.69%

Figure 15. (a) Accuracy plot (b) loss plot of proposed SA model.
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Figure 16. Performance comparison of proposed SA model.

Figure 17. Top 20 recommendations.

Two different recommendation systems were devel-
oped using CF. The effectiveness of recommendation
systems is assessed by employing Root Mean Square
Error (RMSE) as a metric. The user-based recom-
mendation system achieved an RMSE value of 1.99,
while the item-based recommendation system yielded
an RMSE of 3.58. It is better to choose the item-
based recommendation system despite having a slightly
higher rmse. Because there are 20,000 users andmost of
them have rated only a single product. Because of this,
the user-based recommendation matrix is both enor-
mously vast and sparse. Such a recommendation system
won’t give the user any helpful recommendations. The
dataset only contains 200 items. The recommendation
matrixwas therefore compact and dense. As a result, the
item-based recommendation system was chosen as the
best one. The item-based recommendation algorithm
suggests the top 20 products that are most likely to be
purchased by a user. The outputs for recommendations
are displayed below (Figure 17).

After analyzing the sentiments of the 20 recom-
mended product reviews, the top 5 products have
been identified and filtered out based on their pos-
itive reviews. The top 5 product recommendation
after combined with SA model is tabulated below
(Table 6).

The comprehensive summaries of the results
attained from the experiments are discussed below.

• Aproduct recommendation systembased on SA and
CF was introduced in this paper.

Table 6. Top 5 product recommendations.

Product recommendations

0 42 Dual Drop Leaf Table with 2 Madrid Chairs
1 Hawaiian Punch Berry Limeade Blast Juice
2 Stacy’s Simply Naked Bagel Chips
3 SC Johnson One Step No BuffWax
4 Chesters Cheese Flavored Puffcorn Snacks
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• The collected dataset was preprocessed and con-
verted into feature vector format.

• LSTM model was used as the base of the proposed
SA model. The suggested SA model obtained supe-
rior performance.

• User-based and item- based recommendation sys-
tems was developed using CF.

• Item- based recommendation systemwas selected as
the best recommendation system.

• The item- based recommendation system was com-
binedwith the proposed SAmodel for improving the
recommendations.

5. Conclusion

A product recommendation system is essential in e-
commerce for optimizing user experience, boosting
consumer engagement, and boosting revenues. It aids
consumers in navigating the enormous product selec-
tion, suggests pertinent products based on their likes
and behaviour, and offers personalized recommenda-
tions. This paper proposed a SA and CF-based efficient
product recommendation system. The system can com-
prehend and analyze the sentiment indicated in user
reviews, feedback, or textual product data using SA.
The system is able to determine user preferences and
attitudes towards particular products by extracting sen-
timent information, such as positive or negative emo-
tion. The LSTM model was used as the base of the SA
model. CF, on the other hand, uses data about user-
item interactions or data about item-item similarity to
find patterns and offer recommendations. It examines
the choices and behaviour of comparable users or prod-
ucts to create individualized recommendations. The
product recommendation system can gain from both
techniques by combining SA and CF. SA and CF can
be combined to create a more potent product recom-
mendation system that comprehends user sentiments,
accurately records user preferences, and delivers per-
sonalized recommendations that are in line with users’
emotional and practical demands. This combination
raises user engagement and satisfaction levels, which
eventually raises the possibility of effective product rec-
ommendations.
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