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Abstract 
This paper investigates the existence of sector-specific Environmental Kuznets 
Curves (EKC) in Croatia from 1995 to 2021. Using Autoregressive Distributed Lag 
(ARDL) and Error Correction Models (ECM), the relationship between 
greenhouse gas (GHG) emissions and Gross Domestic Product (GDP) is analysed 
across key climate-policy relevant sectors (CPRS). A stable long-term relationship 
with significant short-term adjustments was found in the energy-intensive sector, 
which is regulated under the European Union Emissions Trading System (EU ETS). 
Long-term cointegration, but with non-significant short-term adjustments, was observed 
in the buildings, transportation, and utility/electricity sectors. Among sectors with a 
significant long-term relationship, an inverted U-shaped Environmental Kuznets Curve 
(EKC)—where emissions initially rise and then, after reaching a certain GDP threshold, 
decline—was identified in the buildings and energy-intensive sectors. In contrast, a U-
shaped relationship was found in the utility/electricity sector, where emissions initially 
decrease but start to increase again as GDP grows. The transportation sector shows a 
positive linear relationship with GDP, with emissions rising consistently with economic 
growth, highlighting the need for targeted interventions like carbon pricing. Conversely, 
the fossil fuel sector shows no significant GDP-emissions relationship, pointing to 
external factors like geopolitical risks as primary influences. 
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1. INTRODUCTION 
The interaction between economic growth and environmental quality 

remains a pivotal area of research, sparking debates on the sustainability of 
economic development models. Seminal works by Simon Kuznets and Gene M. 
Grossman & Alan B. Krueger have laid foundational theories in this field. 
Kuznets, in "Economic Growth and Income Inequality," hypothesises that in the 
early stages of economic growth, income inequality tends to widen due to rapid 
industrialisation and urbanisation. This phase is characterised by significant shifts 
in population and industry that favour higher-income groups. However, as a country 
matures economically, factors such as political interventions, demographic changes, 
and the levelling influence of urban populations begin to narrow this inequality 
(Kuznets, 1955). Grossman and Krueger expand this inquiry into the environmental 
arena, and reveal a pattern where environmental quality initially deteriorates with 
economic growth but improves after reaching a certain income level, forming an 
inverted U-curve. The critical income levels for these turning points vary but are 
generally below $8,000 per capita. This research suggests that the relationship 
between economic development and environmental health is not linear or solely 
negative, highlighting the importance of economic growth for environmental 
protections once certain thresholds are surpassed (Grossman & Krueger, 1995). 

Building upon this conceptual framework, the Environmental Kuznets 
Curve (EKC) hypothesis has been extensively tested, including within the Croatian 
context. Ahmad et al. (2016), who analysed the period from 1992 to 2011, provide 
empirical support for the EKC in Croatia, showing a long-run inverted U-shaped 
relationship between CO2 emissions and economic growth, indicating that after 
reaching a certain level of economic output, further growth leads to environmental 
improvements. However, studies like those by Škrinjarić (2019) and Zmajlović and 
Pavelić (2019) suggest that the relationship is not uniform across all pollutants or 
waste outputs, with no clear EKC pattern found in all cases. 

This paper contributes to the existing literature by applying a sector-specific 
approach to examine the EKC in Croatia, rather than relying solely on aggregate 
national data. This method enables a detailed assessment of the impact of 
environmental policies at the micro-level, pinpointing sectors that are particularly 
responsive to these policies. The core objective is to identify sectors in need of 
stricter environmental controls or enhanced mitigation strategies. Up to our 
knowledge, it is the first attempt to test sector-specific EKC for Croatia. 

In assessing the EKC hypothesis across different sectors in Croatia, the 
Autoregressive Distributed Lag (ARDL) by Pesaran et al. (2001) was conducted to 
investigate the long-run relationship between greenhouse gas (GHG) emissions and 
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economic growth (GDP) across climate-policy relevant sectors (CPRS), including 
agriculture, buildings, energy-intensive industries, fossil fuels, transportation, and 
utility/electricity. Furthermore, to explore how deviations from the long-run 
equilibrium are corrected over time, an Error Correction Model (ECM) was estimated 
to capture short-term dynamics. Following the methodology by Ahmad et al. (2016), 
several diagnostic tests were employed to ensure the robustness and reliability of the 
models (Breusch-Godfrey, Breusch-Pagan, Ramsey RESET, Jarque-Bera, CUSUM 
and CUSUM of Squares).  

Studying Croatia’s sector-specific EKC is internationally significant due 
to its unique position as a post-socialist transition economy that joined the European 
Union in 2013 and the EU ETS. Croatia’s experience offers insights into managing 
economic growth alongside environmental sustainability, particularly relevant for 
other post-socialist nations in Eastern Europe, such as Bulgaria, Romania, and the 
Baltic states. These countries share similar economic structures and challenges, including 
industrial modernisation and integration into the EU’s regulatory framework. 

Additionally, Croatia’s thriving tourism industry, a major contributor to its 
economy, provides a model for Mediterranean and other coastal nations dependent 
on tourism, such as Greece, Spain, and Portugal. These nations face the challenge 
of maximising tourism’s economic benefits while mitigating its environmental 
impacts. Croatia’s journey in aligning with EU environmental standards 
provides a model for how these nations can balance economic development with 
ecological commitments like those under the Paris Agreement. 

The paper is organised as follows. Section 2 outlines the methodology, 
detailing the data and variables specification and the empirical strategy used to 
assess the EKC hypothesis across various sectors in Croatia. Section 3 presents the 
results of the analysis, highlighting sector-specific findings. Section 4 includes a 
robustness check, ensuring the reliability of the results through various statistical 
tests. Finally, Section 5 summaries the key findings and concludes with policy 
recommendations and suggestions for future research. 

 

2.  METHODOLOGY 
2.1. Data and variables specification  

Our analysis of sector-specific Environmental Kuznets Curves (EKC) begins 
by identifying relevant sectors. Following Battiston et al. (2017), we categorise 
economic activities into Climate Policy Relevant Sectors (CPRSs). CPRSs are 
essential for assessing climate transition risks—risks associated with the potential 
disruptions caused by transitioning to a low-carbon economy. These sectors are 
integral in evaluating both economic and financial risks for businesses and 
industries that may not comply with climate and decarbonization targets, such as 
those established by the Paris Agreement. 

The identification of CPRSs is based on several key criteria: 
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1. Their direct and indirect contributions to greenhouse gas (GHG) emissions. 
2. Their significance in the implementation of climate policies, particularly 

their cost sensitivity to changes in climate policy or regulation, such as the 
Carbon Leakage Regulation. 

3. Their role within the energy value chain. 

Using the NACE sector classification as a framework, we identify six 
primary CPRSs: fossil fuels, utilities, energy-intensive industries, buildings, 
transportation, and agriculture. These sectors are essential for understanding climate risk 
assessment and the strategic transition towards sustainable, low-carbon economies. 

The CPRS methodology has been utilised in various studies, including 
those by Battiston et al. (2020), Battiston et al. (2019), Jun et al. (2020), and by 
financial regulatory bodies to assess climate- related transition risks on financial 
stability. For instance, the European Central Bank incorporated this methodology 
into its 2019 Financial Stability Report, which highlighted the exposure of financial 
institutions to CPRSs (European Central Bank, 2019). Similarly, the European 
Insurance and Occupational Pensions Authority (EIOPA) used the CPRSs 
methodology in its 2020 sensitivity analysis report to evaluate transition risks in 
sovereign bond portfolios (European Insurance and Occupational Pensions 
Authority, 2020). By adopting CPRS, regulators aim to identify potential 
vulnerabilities within financial systems arising from disorderly transitions in 
response to evolving climate policies. 

After defining CPRSs, we retrieve emissions data for these sectors from 
the United Nations Framework Convention on Climate Change (UNFCCC), 
measured in millions of metric tonnes of CO2-equivalent (Table 1). This data is 
then grouped according to the CPRSs classification. Additionally, we take Eurostat 
data on annual gross domestic product (GDP) in 2015’s chain-linked volumes, 
measured in millions of euros. 

Table 1 

Mapping of CPRS, EUROSTAT NACE, and UNFCCC Classifications 

CPRS EUROSTAT NACE UNFCCC 

Agriculture A01, A02, A03 3 Agriculture 

Buildings F, L68 1.A.4.a Commercial/Institutional 
1.A.4.b Residential 

Energy-intensive 
C10-C12, C13-C15, C20, 
C21, C22, C23, C24, C25, 
C26, C27, C28, C31-C32 

1.A.2 Manufacturing Industries and Construction 
2 Industrial Processes and Product Use 

Fossil fuel B, C19, D35, H49, H50 
1.A.1.b Petroleum Refining 
1.A.1.c Manufacture of Solid Fuels and Other 
Energy Industries 

Transportation H49, H50, H51, H52, H53 1.A.3 Transport 
Utility/electricity D 1.A.1.a Public Electricity and Heat Production 
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2.2. Model 
The Environmental Kuznets Curve (EKC) general form can be expressed as: 

GHGit = β0 + β1GDPt + β2(GDPt)2 + εi                                                          (1) 
where GHGit represents the dependent variable indicating the total emissions for a 
specific sector i and time period t, GDPi is the independent variable reflecting the 
economic growth, and GDP2 is added to capture the potential non-linear effects. εi 
is white noise error term, with properties ensuring that it does not follow a predictable 
pattern and does not systematically influence the dependent variable, thus allowing for 
more accurate identification and assessment of the main effects within the model. 

The coefficients β1 and β2 are pivotal in determining the shape of the curve: β1 
captures the initial linear impact of economic activity on emissions for the sector, while 
β2, being the coefficient of the quadratic term, is essential for identifying the presence of 
an inverted U-shape as per the EKC hypothesis for each sector. If β1= β2=0, it indicates a 
constant relationship. If  β1 < 0 and β2 =0, or β1 > 0 and β2 =0, the relationship linearly 
decreases or increases, respectively. For β1 <0 and β2>0, there is a U-shaped relationship, 
and for β1 >0 and β2<0 it forms an inverted U-shape, typical of the EKC (Ahmad et al., 
2016). The turning point, or peak, of real income is calculated as:  

𝐺𝐺𝐺𝐺𝐺𝐺 = − 𝛽𝛽1
2𝛽𝛽2

          (2) 
This equation helps identify the level of economic growth at which the 

environmental impact begins to decline, in line with the EKC hypothesis. 

 

2.3. Empirical strategy 
2.3.1. Dynamic ARDL Bounds testing for cointegration 

Many economic and environmental variables, such as GDP and 
emissions, are non-stationary, meaning their mean and variance change over time. 
These variables often exhibit upward or downward trends, rather than fluctuating 
around a fixed mean. Applying traditional regression models to non-stationary 
variables can lead to spurious results. However, when non-stationary variables 
share a cointegration relationship—a stable relationship between two or more non-
stationary time series over the long term—it suggests that, despite short-term 
fluctuations, these variables move together in a way that maintains a consistent and 
predictable relationship over time, i.e., they share a common stochastic trend. In 
other words, if two or more non-stationary variables are cointegrated, it implies 
that some linear combination of them is stationary.  

In the context of EKC analysis, finding a long-run cointegration relationship 
would indicate that GDP and emissions maintain a stable equilibrium over time. The 
Autoregressive Distributed Lag (ARDL) model, introduced by Pesaran et al. (2001), is 
commonly used to identify such cointegration relationships and to estimate both short-
term and long-term effects, as demonstrated by Ahmad et al. (2016).  

The ARDL model is applicable when variables are stationary at level, i.e., I(0), 
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purely I(1), or a mixture of both I(0) and I(1). It is rare for variables to require second 
differencing, i.e., I(2), and particularly in small samples, determining if a variable 
is second-difference stationary can be challenging. If a variable is found to be I(2), 
the solution is to take its difference and make it first-difference stationary. This 
flexibility allows ARDL to handle a wide range of variables, helping to avoid the 
need for traditional unit root testing. Moreover, ARDL models can be easily 
estimated even if all explanatory variables are endogenous, which is a significant 
advantage. Endogeneity is a common problem in econometrics, often leading to 
biased estimates. One of the most effective ways to address endogeneity is by 
introducing lags, which make the model dynamic (Borensztein, De Gregorio, and Lee, 
1998). The ARDL approach overcomes this issue by incorporating lags into the model, 
thus addressing endogeneity and ensuring more robust and reliable results.  

To analyse the ARDL model and examine cointegration, we initially 
check for the stationarity of the variables involved. Stationarity in time series 
signifies that the statistical properties such as mean, variance1, and covariance2 remain 
consistent over time, indicating the absence of trends, seasonal variations, or cycles within 
the observed period. We employ the Augmented Dickey-Fuller (ADF) test for testing 
stationarity, which effectively handles autocorrelation by incorporating lagged terms of 
the dependent variable and time trends in its regression model. 

When a time series is non-stationary, it is standard to apply differencing 
or transformations like logarithmic and Box-Cox to achieve stationarity. 
Logarithmic transformations are employed for strictly positive data that exhibits 
exponential growth or heteroskedasticity; this approach is frequently used in 
Environmental Kuznets Curve (EKC) analyses to stabilize variance. In cases where 
logarithmic transformation is insufficient, the Box-Cox transformation, which both 
stabilizes variance and normalizes distribution, is used. 

In this study, we applied logarithmic transformations to GDP and all 
greenhouse gas (GHG) emissions data, except for those from energy-intensive 
sectors and fossil fuels. The data from energy-intensive sectors were left 
unchanged, while GHG emissions from fossil fuels were subjected to Box-Cox 
transformations. These transformations were essential to achieve stationarity. We 
then conducted the ADF test to verify stationarity. The results indicated that all 
variables were stationary at level I(0), except for log-transformed GHG in 
agriculture, Box-Cox transformed GHG from fossil fuels, and GHG from energy-
intensive sectors. For these, we applied first differencing to eliminate trends and 
achieve stationarity, after which log-transformed GHG from agriculture and Box-

 
1 Variance is a statistical measure that describes the spread of numbers in a data set. More precisely, it 
measures the average squared deviation of each number from the mean of the data set. Variance gives a sense of 
how much the data points in a distribution vary from the average value (Hogg, McKean and Craig, 2012). 
2 Covariance is a statistical measure used to determine the relationship between two random variables. 
It indicates the direction of the linear relationship between the variables. Specifically, covariance 
measures whether increases in one variable are associated with increases in another variable (positive 
covariance), or whether increases in one variable are associated with decreases in another variable 
(negative covariance; Casella and Berger, 2002). 



EKON. MISAO I PRAKSA DBK. GOD xx. (xx.) BR. xx. (xx-xx)                                                                                  L. Srdelić, R. Barišić: DOES... 

7 

Cox transformed GHG from fossil fuels became stationary at I(1). GHG emissions 
from energy-intensive sectors required second differencing to reach stationarity at 
I(2). However, if any variable requires differencing to the second order to achieve 
stationarity, the solution involves taking its first difference to ensure it becomes stationary 
at the first difference level. Due to the loss of one data value with each differencing, we 
omitted the first observation from the GDP series to align the time series data for further 
analysis. The results of the stationarity tests are presented in table A1. 

Another aspect we addressed in our study involves tackling the issue of 
multicollinearity, which is common in EKC models. To mitigate this, we adjusted 
the data by subtracting the mean from GDP prior to creating polynomial terms. 
This method effectively reduces multicollinearity without compromising the 
integrity of the EKC relationship (Kennedy, 2008).  

In mathematical terms, the ARDL model for the long-run relationship 
may be expressed as: 
𝛥𝛥𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 =  𝛼𝛼3 + ∑ 𝛽𝛽1𝑘𝑘𝑛𝑛

𝑘𝑘=1 𝛥𝛥𝐺𝐺𝐺𝐺𝐺𝐺{𝑖𝑖𝑖𝑖−𝑘𝑘} + ∑ 𝛽𝛽2𝑘𝑘𝛥𝛥𝐺𝐺𝐺𝐺𝐺𝐺{𝑡𝑡−𝑘𝑘}
𝑛𝑛
𝑘𝑘=0 +∑ 𝛽𝛽3𝑘𝑘𝛥𝛥𝐺𝐺𝐺𝐺𝐺𝐺2{𝑡𝑡−𝑘𝑘}  +𝑛𝑛

𝑘𝑘=0

 𝛥𝛥1𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝐺𝐺𝐺𝐺𝐺𝐺{𝑖𝑖𝑖𝑖−1} + 𝛥𝛥2𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝐺𝐺𝐺𝐺𝐺𝐺{𝑡𝑡−1} + 𝛥𝛥3𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝐺𝐺𝐺𝐺𝐺𝐺
2

{𝑡𝑡−1} + 𝜖𝜖3𝑡𝑡                                                  (3) 

In this equation, 𝛥𝛥𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 represents the change in greenhouse gas 
emissions for the sector i at time t. The symbol β1k, β2k  and β3k are the coefficients 
corresponding to the lagged changes in 𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑘𝑘 𝐺𝐺𝐺𝐺𝐺𝐺{𝑡𝑡−𝑘𝑘} and 𝐺𝐺𝐺𝐺𝑃𝑃2{𝑡𝑡−𝑘𝑘} 
respectively, capturing the impact of past values of these variables. k represents the 
lag order of the variables. The terms 𝐺𝐺𝐺𝐺𝐺𝐺{𝑡𝑡−1} 𝐺𝐺𝐺𝐺𝐺𝐺{𝑡𝑡−1} and 𝐺𝐺𝐷𝐷𝑃𝑃2{𝑡𝑡−1} refer to the 
lagged levels of greenhouse gas emissions, GDP, and the square of GDP, representing the 
long-term relationship in the model. The coefficients Δ1,Δ2,Δ3 capture the adjustment 
dynamics for the lagged levels of these variables. The term 𝜖𝜖3𝑡𝑡  is the error term 
representing unexplained variations. In essence, the equation models how both the short-
term changes and the long-term relationships between GDP, its squared values, and GHG 
emissions influence the overall change in emissions over time. 

To conduct the ARDL model analysis and assess cointegration first we 
employ vector autoregression (VAR) to determine the appropriate lag length. This 
selection is guided by the Akaike Information Criterion (AIC) and the Schwarz 
Bayesian Criterion (SBC/BIC). If the AIC and BIC suggested different lag orders, 
we selected the BIC's recommendation, as it is generally more conservative and 
better suited for small sample sizes (Lütkepohl, 2005, 2006).  

Secondly, we estimate the ARDL model using the identified lag structure. 
Thirdly, we calculate F-statistics to test the null hypothesis that there is no 
cointegration. The critical values for this test , as outlined by Pesaran et al. (2001), 
are set as follows: at the 1% level between 4.13 and 5.00, at the 5% level between 
3.10 and 3.87, and at the 10% level between 2.63 and 3.35. If the statistic exceeds 
the upper bound, it suggests the presence of cointegration. If it falls below the lower 
bound, there is no cointegration. If the statistic lies between these bounds, the 
results are inconclusive, necessitating further investigation into the significance of 
the error correction term (ECT).  
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2.3.2. Error correction model testing 

If cointegration is established, an Error Correction Model (ECM) can be 
employed to model the adjustments towards long-run equilibrium following short-term 
deviations. This approach illustrates the rate at which the system returns to equilibrium 
after a disturbance. To estimate the ECM, the initial step involves calculating the error 
correction term (ECT), which represents deviations from the long-run equilibrium.  

The general form of the ECM can be expressed as follows:                     
𝛥𝛥𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 =  𝛼𝛼3 + ∑ 𝛽𝛽1𝑘𝑘𝑛𝑛

𝑘𝑘=1 𝛥𝛥𝐺𝐺𝐺𝐺𝐺𝐺{𝑖𝑖𝑖𝑖−𝑘𝑘} + ∑ 𝛽𝛽2𝑘𝑘𝛥𝛥𝐺𝐺𝐺𝐺𝐺𝐺{𝑡𝑡−𝑘𝑘}
𝑛𝑛
𝑘𝑘=0 +

∑ 𝛽𝛽3𝑘𝑘𝛥𝛥𝐺𝐺𝐺𝐺𝐺𝐺2{𝑡𝑡−𝑘𝑘}  +  𝜃𝜃6𝐸𝐸𝐸𝐸𝑇𝑇{𝑡𝑡−1} +𝑛𝑛
𝑘𝑘=0 𝜖𝜖3𝑡𝑡                                                                                                             (4) 

In this equation, ΔGHGit  represents the change in greenhouse gas 
emissions for the second sector or group at time t. The terms β1k,β2k,β3k are the 
coefficients corresponding to the lagged changes in GHGit−k, GDPt−k, and GDP2

t−k, 
capturing the short-run dynamic relationships between these variables. The 
summation symbols indicate that the model includes multiple lagged values (up to 
n) of these variables to capture their short-term impacts on the dependent variable. 
Additionally, the term ECTt−1 represents the error correction term, which reflects the 
deviation from the long-run equilibrium. The coefficient θ6 associated with ECTt−1 shows 
how quickly the system adjusts back to its long-run equilibrium after a disturbance. The 
larger the magnitude of θ6, the faster the adjustment towards equilibrium.  

 

2.3.3. Diagnostic tests 

Finally, to validate the models, we perform several diagnostic tests. The 
Breusch-Godfrey test is used to check for serial correlation in the residuals. To 
assess whether the model is correctly specified, we apply the Ramsey RESET test. 
The Jarque-Bera test is employed to verify if the residuals are normally distributed, 
while the Breusch-Pagan test is used to check for heteroskedasticity in the 
residuals. Lastly, the CUSUM and CUSUMSQ tests are conducted to evaluate the 
stability of the coefficients over time and ensure the overall stability of the model.  

 

3. RESULTS 
3.1. ARDL and ECM results 

The ARDL cointegration results are reported in Fig. 1, with model information 
(F-statistic, R-squared, and adjusted R-squared) available in table A2. The ECM results, 
including coefficients and p-values for each sector's equation, are presented throughout 
the text, and additional model information is available in table A3. 

In the agriculture sector, the ARDL model did not indicate long-run 
cointegration among the variables (F-stat: 2.17), suggesting the absence of stable long-
term equilibrium relationships. However, short-term dynamics assessed through the ECM 
highlighted significant adjustments towards equilibrium (ECT coeff: 1.0352, p-v: 0.031), 
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indicating a robust short-term correction process despite the long-term absence. 

The building sector showed a contrasting scenario. The ARDL results 
show a strong long-run cointegration (F-stat: 9.32), suggesting that variables move 
together over a longer period and maintain a stable relationship. However, the ECM 
results demonstrated that short-term deviations from this equilibrium are not 
significantly corrected (ECT coeff: 1,4012, p-v: 0.330), pointing to possible delays 
in adjustments following short-term shocks. 

Similar robust long-term relationships were evident in the energy-
intensive and utility/electricity sectors, where the ARDL models substantiated 
long-run cointegration with F-statistics of 6.49 and 11.84, respectively. The ECM 
for the energy-intensive sector notably corrected deviations efficiently (ECT coeff: 
0.3969, p-v: 0.002), whereas the utility/electricity sector showed an insignificant short-
term correction mechanism (ECT coeff:0,0857, p-v: 0.915), suggesting that short-term 
fluctuations might persist without prompt alignment to the long-run equilibrium. 

Conversely, the fossil fuel sector presented a unique case where neither 
long-term cointegration nor effective short-term error correction was evident 
(ARDL F-stat: 1.36, ECT p-value: 0.277). This lack of significant relationships in 
both long and short terms might reflect underlying structural differences in the 
sector or model specification issues. 

Lastly, the ARDL model's high F-statistic of 151.83 (well above the upper 
bound) confirms a long-run cointegrating relationship among variables in the 
transportation sector. ECM results reinforce this, with an R-squared of 0.965 
(adjusted R-squared: 0.958), indicating the model explains 96.5% of the variance 
in GHG emissions—a strong fit. The model's overall significance is underscored 
by an F-statistic of 137.1 (p-v: 3.09e-14). The ECT coefficient is 0.3448, implying 
that 34.48% of disequilibrium is corrected each period, though the ECT’s p-value 
of 0.393 suggests this short-run adjustment lacks statistical significance. 
 

3.2. Sectoral EKC curves: Identifying GDP turning points 
To understand how GDP impacts each sector based on the quadratic 

equations, we need to interpret the coefficients β1 for GDP and β2 for GDP squared 
and consider the shape of the curves (U-shaped or inverted-U-shaped), as shown in 
Figure 1. Moreover, we are now able to calculate the turning points. By examining 
both the shape of the curves and the calculated TPs, we can observe how different 
sectors respond to economic growth. 

Analyzing each sector’s curve, we see that Agriculture, Buildings, 
Energy-intensive, and Fossil fuels sectors all have negative β2 coefficients, forming 
inverted-U-shaped curves. For these sectors, GHG emissions initially rise with 
GDP growth, reach a peak (the TP), and then begin to fall as GDP continues to 
grow. For instance, in the Agriculture sector, emissions reach a peak around a GDP 
of €60.2 billion; above this GDP level, emissions are expected to decrease. 
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Similarly, Energy-intensive emissions peak around €50.3 billion, suggesting that 
further GDP growth in this sector may result in lower emissions, possibly due to 
technological advancements or more efficient energy usage. 

In contrast, Transportation and Utility/electricity sectors have positive β2 
values indicating as GDP continues to increase, demands on transportation and 
utility services grow, leading to renewed emission increases. The Transportation sector 
also shows a TP at a negative GDP level, indicating emissions increasing steadily with 
GDP growth, likely driven by rising transportation needs in a growing economy. 

 
Note: P-values for key terms in each sector's equation: Agriculture (GHG diff lag1: 0.029, GDP: 0.072, GDP²: 
0.502); Buildings (GHG lag1: 0.018, GDP: 0.588, GDP²: 0.508); Energy-intensive (GHG diff lag1: 0.012, GDP: 
0.029, GDP²: 0.051); Fossil fuels (GHG diff lag1: 0.009, GDP: 0.305, GDP²: 0.248); Transportation (GHG lag1: 
0.172, GDP: 0.004, GDP²: 0.928); Utility (GHG lag4: 0.080, GDP: 0.967, GDP²: 0.856). P-values less than 0.05 
are marked as significant.  

Figure 1 ARDL test results 
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3.3. Model diagnostics 
Figure 1 illustrates an intriguing trend in GHG emissions variability as GDP 

increases, particularly for sectors Agriculture, Buildings, Energy-intensive and Fossil-
fuels. For these sectors we observe emissions initially show a predictable pattern in 
response to GDP growth, as evidenced by the relatively narrow error bands on the left 
side of each graph. However, beyond the turning point, the error bands begin to widen 
significantly. This suggests that, up to a certain point, GDP alone is a strong explanatory 
variable for emissions in these sectors but beyond the TP, the widening of error bands 
indicates increased uncertainty or unexplained variability in emissions. In other words, 
while GDP growth remains a factor, it becomes less sufficient to explain changes in 
emissions. This suggests that, beyond a certain economic threshold, other factors begin to 
play a more significant role in influencing emissions levels. 

For instance, in Energy-intensive sectors, changes in production 
processes, shifts toward energy-efficient technologies, or regulatory interventions 
might contribute to emissions variability. In Buildings, factors such as the adoption of 
energy-saving technologies, building materials, and new construction standards may 
become more significant influences on emissions independently of GDP growth. 

The widening error margins underscore the limitations of using GDP as 
the sole explanatory variable for emissions, especially beyond certain economic 
thresholds. In high-GDP contexts, emissions models could benefit from 
incorporating additional variables, such as energy efficiency improvements, 
regulatory impacts, or sector-specific influences, to capture the true dynamics of 
emissions. This insight suggests that emissions reduction strategies may need to 
consider these other influencing factors, tailoring approaches to the unique drivers 
within each sector as GDP continues to grow. 

In the Transportation sector, emissions increase in a linear pattern with 
GDP, with relatively narrow error bands throughout the range of GDP. This steady 
relationship implies that GDP remains a strong predictor of transportation 
emissions across all levels of economic growth, with fewer influential external 
factors impacting emissions. The lack of a turning point in this sector indicates that, 
unlike other sectors, transportation emissions continue to rise consistently with 
GDP without significant shifts or increased uncertainty. 

The results of the model diagnostic tests are presented in table A4. In summary, 
all models passed the diagnostic tests, indicating they are well-specified. The residuals are 
normally distributed, with no evidence of serial correlation or heteroskedasticity. 
Additionally, the CUSUM and CUSUMSQ tests, shown in Figure A1, confirm that the 
models remain stable over time, as both tests fall within the critical bounds.  

 

4. DISCUSSION 
The ARDL cointegration test was conducted to investigate the long-run 

relationship between greenhouse gas (GHG) emissions and economic growth 
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(GDP) across climate policy relevant sectors (CPRS), including agriculture, 
buildings, energy-intensive industries, fossil fuels, transportation, and 
utility/electricity. A statistically significant long-term relationship between GDP 
and sector-specific GHG emissions was identified in the transportation, 
utility/electricity, energy-intensive, and buildings sectors. In this relationship, 
transportation and GDP exhibit a positive linear trend, energy-intensive and 
buildings sectors follow an inverted U-shaped curve, and the utility/electricity 
sector displays a U-shaped relationship with GDP. 

To explore how deviations from the long-run equilibrium are corrected 
over time, an Error Correction Model (ECM) was estimated to capture short-term 
dynamics. The ECM accounts for short-run deviations and the speed at which 
variables return to their long-run equilibrium. A significant Error Correction Term 
(ECT) was found in both the energy-intensive and agriculture sectors. In the 
energy-intensive sector, which is covered by the European Union Emissions 
Trading System (EU ETS), the significant ECT suggests that short-term deviations 
from the long-run equilibrium are corrected relatively quickly. The EU ETS, as a 
market-based approach to controlling industrial GHG emissions, imposes a cap on 
emissions and requires companies in energy-intensive industries to buy or trade 
allowances for their emissions. The presence of long-term cointegration and meaningful 
short-term adjustments in this sector indicates that emissions respond effectively to 
changes in economic activity, likely driven by the EU ETS’s carbon pricing mechanism. 

This suggests that policies targeting economic growth and emissions 
reductions within the framework of the EU ETS could be highly effective in 
managing emissions in energy-intensive sectors. The system already provides a 
financial incentive to reduce emissions, and additional short-term interventions—
such as increasing the price of carbon allowances or gradually reducing the number 
of free allowances—could further accelerate emissions reductions. By tightening 
the allowance cap or adjusting market regulations, policymakers could create stronger 
incentives for industries to invest in cleaner technologies and energy efficiency.  

Indeed, the study by Dechezleprêtre et al. (2023) show that regulated 
entities under the EU ETS achieved emissions reductions of roughly 10% without 
significant negative impacts on economic performance, reinforcing the 
effectiveness of market-based mechanisms like the EU ETS in driving both 
emissions control and economic stability. This finding supports the argument that policies 
targeting economic growth and emissions reductions within the EU ETS framework can 
be highly effective for managing emissions in energy-intensive sectors. 

Another study that provides evidence regarding the role of non-GDP 
factors like regulatory policies and technological improvements that influence 
emissions is by Shapiro and Walker (2018) on pollution reduction in U.S. 
manufacturing. Shapiro and Walker highlight that the 60% reduction in air 
pollution emissions from U.S. manufacturing from 1990 to 2008 was primarily 
driven by within-product reductions in emissions intensity, rather than by changes 
in output or the composition of products. This trend reflects that as industries reach 
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certain productivity or regulatory thresholds, further emissions reductions are 
achieved largely through improvements in pollution abatement techniques and 
regulatory pressures. They argue that environmental regulations, such as those 
under the Clean Air Act, significantly increased the implicit cost or "shadow price" 
of pollution for manufacturers, thus encouraging them to adopt cleaner production 
methods. This further aligns with Škrinjarić’s (2019) study where technological changes 
(like emission control in refineries) had a substantial impact on SO₂ emissions. 

 The agriculture sector exhibited significant short-term adjustments in 
response to economic changes, though it did not display a long-term cointegration 
with GDP. This indicates that while economic shocks and rapid GDP changes may 
lead to temporary fluctuations in agricultural emissions, these effects do not persist 
over the long run. This pattern suggests that emissions in the agriculture sector are 
more sensitive to immediate economic conditions rather than sustained economic 
growth. Consequently, implementing targeted, short-term policies—such as 
promoting sustainable farming practices and improving resource efficiency—could 
be effective strategies for managing and reducing emissions in this sector. 

The transportation sector exhibits a statistically significant positive relationship 
with GDP, which has important policy implications. The European Environment Agency 
(EEA) Report (2021) highlights that road transport remains one of the most difficult 
sources of emissions to manage and that, without aggressive, targeted policy 
interventions, short-term adjustments in emissions are unlikely to occur. 

Supporting this, Andersson (2019) found that in Sweden, carbon pricing for 
road transport, which had previously been outside the EU ETS, led to notable emissions 
reductions. This evidence strengthens the argument that expanding carbon pricing to 
cover road transport across the EU could significantly reduce emissions in this sector. 

Similarly, the slow adjustment in the utility/electricity and buildings 
sectors may point to the need for more aggressive policies promoting energy 
efficiency and the adoption of renewable energy. These trajectories have been 
recognized by the EU, which is why the ETS2, a new emissions trading system, 
was created. ETS2, which will become fully operational in 2027 and operate 
separately from the existing EU ETS, will cover GHG emissions from fuel 
combustion in buildings, road transport, and additional sectors (mainly small 
industries not currently covered by the existing EU ETS). 

The fossil fuel sector shows no significant long-term or short-term link 
between GDP and emissions, likely due to external factors like global market 
fluctuations, geopolitical instability, and transitional risks from the shift to a low-
carbon economy. One critical external factor has been the Russia-Ukraine conflict, 
which has significantly impacted energy markets. In response to the conflict, the 
European Union has accelerated efforts to reduce reliance on Russian energy 
imports, advancing initiatives for energy diversification and the adoption of 
renewable energy sources. Jin, Zhao, Bu, and Zhang (2023) further substantiate 
this by demonstrating the significant dynamic spillover effects between 
geopolitical risk, climate risk, and energy markets. Their study shows that 
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geopolitical events, particularly involving Russia, have an immediate and 
pronounced impact on energy prices and market stability, suggesting that energy 
sector emissions are closely tied to external geopolitical factors rather than solely 
to economic growth metrics. Zhigolli and Fetai (2024) found similar patterns in the 
Western Balkans, where CO₂ emissions were more influenced by external 
pressures than by GDP or production levels, supporting the idea that fossil fuel 
emissions are driven largely by external factors. 

 

5. CONCLUSIONS 
In light of these external factors, policymakers in Croatia must carefully 

navigate the challenges of energy security and the low-carbon transition. The war in 
Ukraine and its associated energy disruptions have highlighted the importance of energy 
independence and the need to accelerate the transition to renewable energy. However, the 
path forward is complicated by the transitional risks faced by fossil fuel industries. 

To mitigate these risks, Croatia could focus on diversifying its energy 
sources to reduce its reliance on volatile fossil fuel markets. Increased investments 
in renewable energy infrastructure and energy efficiency would help buffer the 
economy from global market fluctuations and support long-term emissions 
reductions. Additionally, policies that provide clear guidance for industries on how 
to transition away from fossil fuels—such as phased reductions in fossil fuel 
subsidies, clearer timelines for decarbonization, and incentives for clean energy 
investments—would help businesses manage transitional risks more effectively.  

To enhance the understanding of the EKC and the effectiveness of policy 
interventions, future research should expand the study to include additional socio-
economic and environmental variables, such as population density, technological 
innovation, and regulatory changes, using more sophisticated models such as 
Bayesian Model Averaging (see, for example, Aller, Ductor, and Grechyna, 2021; 
Gravina and Lanzafame, 2024). This approach will help in better identifying the 
factors influencing the relationship between economic growth and emissions. 
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Table A2 ARDL results of F-test for the existence of cointegration 

Note: The critical value ranges of f-statistics acording to Pesaran et al. Are 4.13-5.00, 3.10-3.87 and 
2.63-3.35 at 1%, 5% and 10% level of significance, respectively 

 

Table A3 The ECM results of F-test 

 F-Statistic R-squared Adjusted R-squared 
Agriculture 2,32489 0,328611 0,187266 
Buildings 19,96229635 0,807787996 0,767322311 
Energy-intensive 3,436072855 0,478157253 0,338999187 
Fossil fuels 3,238249047 0,43244409 0,298901523 
Transportation 137,1492705 0,964825708 0,957790849 
Utility 23,95122322 0,856893562 0,821116952 

 

Table A4 Diagnostic tests results 

A
gr

ic
ul

tu
re

 Test Test Statistic p-value F-Statistic F-test p-value 
Breusch-Godfrey 2,939373 0,229998 1,186321 0,32939 
Ramsey RESET 2,489047 0,114641 2,489047  

Jarque-Bera 1,022054 0,599879   

Breusch-Pagan 4,428562 0,351102 1,074815 0,396471 

B
ui

ld
in

gs
 Breusch-Godfrey 0,965443 0,617102 0,356259 0,705397 

Ramsey RESET 0,487275 0,485145 0,487275  

Jarque-Bera 1,589966 0,451589   

Breusch-Pagan 7,327053 0,119582 2,087424 0,12252 

E
ne

rg
y-

in
te

ns
iv

e Breusch-Godfrey 1,282205 0,526711 0,445262 0,650071 
Ramsey RESET 4,998778 0,025365 4,998778  

Jarque-Bera 0,271667 0,872988   

Breusch-Pagan 3,020052 0,554475 0,666975 0,624728 

Fo
ss

il 
fu

el
s Breusch-Godfrey 2,084337 0,352689 0,784936 0,474013 

Ramsey RESET 0,040064 0,841356 0,040064  

Jarque-Bera 0,641739 0,725518   

Breusch-Pagan 3,45477 0,484789 0,791728 0,546551 

T
ra

ns
po

rt
a

tio
n 

Breusch-Godfrey 0,265978 0,875475 0,096782 0,908223 
Ramsey RESET 0,526291 0,46817 0,526291  

Jarque-Bera 1,485134 0,475891   

Breusch-Pagan 6,920287 0,140161 1,913826 0,147448 

U
til

ity
 Breusch-Godfrey 5,811521 0,054707 2,678388 0,10353 

Ramsey RESET 0,034614 0,852407 0,034614  

Jarque-Bera 0,104136 0,949264   

Breusch-Pagan 2,062614 0,724244 0,43567 0,780959 

 F-Statistic R-squared Adjusted R-squared 
Agriculture 2,166561 0,363117201 0,195516465 
Buildings 9,322476643 0,823360201 0,735040301 
Energy-intensive 6,492467712 0,973538428 0,823589523 
Fossil fuels 1,364279035 0,57703808 0,15407616 
Transportation 151,8318325 0,974331304 0,967914129 
Utility 11,83928393 0,980513264 0,897694635 
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Figure A1 CUSUM and CUSUMSQ test results 
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POVEĆAVA LI GOSPODARSKI RAST ZAGAĐENJE 
ILI GA SMANJUJE? ISPITIVANJE SEKTORSKI-

SPECIFIČNIH KRIVULJA OKOLIŠNE KUZNETSOVE 
HIPOTEZE 

 
Sažetak 
U radu se istražuje postojanje sektorski specifičnih Kuznetskova krivulja okoliša (EKC) 
u Hrvatskoj od 1995. do 2021. S pomoću modela autoregresivnog distribuiranog 
zaostajanja (engl. Autoregressive distributed lag, ARDL) i korekcije grešaka (engl. Error 
correction model, ECM) analizira se povezanost emisija stakleničkih plinova i 
gospodarskog rasta u sektorima značajnim za oblikovanje klimatske politike (engl. 
Climate-policy relevant sectors, CPRS). Stabilna dugoročna povezanost sa statistički 
značajnim kratkoročnim prilagodbama zabilježena je u sektoru koji obuhvaća emisije iz 
energetski intenzivnih industrija, reguliranih Europskim sustavom trgovanja emisijskim 
dozvolama (EU ETS). Dugoročna kointegracija, ali bez statistički značajnih kratkoročnih 
prilagodbi, primijećena je u sektorima zgradarstva, prijevoza i komunalnih/električnih 
usluga. Među sektorima sa značajnim dugoročnim odnosom, obrnuti U-oblik veze, 
Kuznetskova krivulja okoliša (EKC) ‒ gdje emisije najprije rastu s gospodarskim rastom, 
a zatim počinju padati nakon što BDP dostigne određeni prag ‒ identificiran je u 
zgradarstvu i energetski intenzivnim sektorima. Nasuprot tome, U-odnos pronađen je u 
sektoru komunalnih usluga/električne energije, gdje se emisije u početku smanjuju, ali 
ponovno počinju rasti porastom BDP-a. Sektor prometa pokazuje pozitivnu linearnu 
povezanost s BDP-om, gdje emisije rastu zajedno s gospodarskim rastom, naglašavajući 
potrebu za ciljanom intervencijom, poput određivanja cijena ugljika. Nasuprot tome, 
sektor fosilnih goriva ne pokazuje statistički značajnu vezu BDP-a i emisija, upućujući na 
primarne utjecaje vanjskih faktora poput geopolitičkih rizika. 

Ključne riječi: Krivulja okolišne Kuznetsove hipoteze (EKC), emisije stakleničkih 
plinova, sektori relevantni za klimatsku politiku, sustav trgovanja emisijskim 
dozvolama Europske unije, Hrvatska. 

JEL klasifikacija: O11, O13, O44, Q53, Q56. 
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