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Grey wolf optimized stacked ensemble machine learning basedmodel for
enhanced efficiency and reliability of predicting early heart disease

Geetha Narasimhan and Akila Victor

School of Computer Science and Engineering, VIT, Vellore, Tamil Nadu, India

ABSTRACT
Heart disease is one of the foremost reasons for death globally. Machine learning (ML) can be
used topredict heart diseases early,which canhelp improvepatient outcomes. This researchpro-
poses a novelmachine learningmethod for predicting heart disease using a combination of Grey
Wolf Optimization (GWO) and stacked ensemble techniques. GWO is a metaheuristic algorithm
that can be used to optimize the parameters ofmachine-learningmodels. The stacked ensemble
technique is a combination of multiple machine learning models to improve the overall accu-
racy of the prediction. The model proposed was evaluated using a dataset of heart patients.
The results showed that the model achieved a 93% accuracy, which was significantly higher
compared to traditional machine learning methods. The proposed method also had a higher
precision of 91%, sensitivity of 95.3%, F1 score of 92.9%, and Matthew coefficient of 0.83, less
in Log_Loss 2.87 than the traditional methods. The results of this research suggest that the
proposed model is a promising new approach for predicting heart diseases. This method is
more accurate and reliable than traditional methods and has the potential to improve patient
outcomes.
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1. Introduction

Healthcare is a vast area of research that includes car-
diovascular diseases, diabetes, drugs, and cancer. For
these diseases, different factors and features are con-
sidered, and different datasets are available online. As
described by the World Health Organisation (WHO),
the leading cause of death globally is cardiovascular dis-
ease [1]. According to theWHO [1], every year around
17.9 million deaths occur due to heart disease. This
indicates a global death count of 31%. In the CDC
report [2], 80% of the deaths were due to heart attacks.
Predicting patients with heart disease is important for
reducing their risk. Therefore, it is necessary to iden-
tify patients with heart disease and treat them with the
utmost care to decrease the risk of death. Apart from
the traditional method of diagnosing the disease, other
methods, such as machine learning (ML), help identify
high-risk patients.

Patients with heart complications must be treated
early to diagnose cardiovascular disease. This study
mainly focused on applying ML to a heart dis-
ease dataset optimized by Grey Wolf Optimization
(GWO) [3]. Among various diagnostic methods, this
study specifically investigates the feasibility of accu-
rate heart disease prediction throughmachine learning.
To achieve accurate disease prediction, the system first
employs the Grey Wolf Optimizer (GWO) algorithm

to carefully select the most relevant features, effectively
eliminating those that are redundant or irrelevant. This
refined set of features is then fed into a stackedmachine
learning (ML) classifier for robust prediction. GWO,
inspired by the social hierarchy and hunting strate-
gies of grey wolves, offers distinct advantages over tra-
ditional optimization algorithms like PSO and GA:
Reduced complexity: GWOoperates with fewer param-
eters, simplifying its implementation and comprehen-
sion. Straightforward principles: Its core concepts are
easy to grasp, making it accessible to a wider range of
users. Effortless implementation: It can be readily inte-
grated into various ML frameworks without extensive
configuration. This combination of GWO’s efficient
feature selection and the stacked ML classifier’s predic-
tive power fosters a powerful and streamlined approach
to disease prediction [3].

Different machine-learning techniques are involved
in the detection of heart diseases. It is essential to accu-
rately detect diseases using ML techniques. Misdiag-
nosis may lead to an increased risk for heart patients.
Physicians and radiologists stereotypically use physi-
cal tests and the medical history of the patients for
diagnosing the disease, and later procedural and diag-
nostic tests will be carried out based on the symptoms.
Artificial intelligence led to the development of ML
models that are accurate in predicting heart disease.
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Mostmodels use existing statistical algorithms to exam-
ine large datasets of patients, which include all kinds
of medical information about the patient. From super-
vised classification to unsupervised anomaly detection,
researchers have embraced a diverse toolbox of ML
techniques in their pursuit of improved heart disease
identification. Several ML algorithms are trained for
predicting disease, includingDecisionTree (DT),Naïve
Bayes (NB), Logistic Regression (LR), Random Forest
(RF), Support Vector Machine (SVM), and K-Nearest
Neighbor (KNN). These models work on huge patient
databases and are used to categorize risk features and
improve a predictive model for identifying the risks.

SGD approximates gradient descent by estimating
the model improvement direction using a single data
point instead of the entire dataset. This leads to com-
putational efficiency for large-scale learning but intro-
duces inherent randomness [31]. While SGD sacrifices
quick convergence for the optimal solution, its statisti-
cal properties and implicit bias often result in good pre-
dictions and competitive performance. However, addi-
tional computation during each iteration and potential
accuracy loss due to gradient compression techniques
are trade-offs to consider [31].While SGD saves time in
calculations, it comes with the cost of potentially taking
longer to reach the best result. Additionally, using tricks
like gradient compression for further efficiency might
compromise the accuracy of the final model [32].

Robust optimization in the field of machine learn-
ing pertains to the capacity of a learning algorithm to
exhibit high performance across diverse data types [33].
This entails striking a balance between performance
and supplementary costs, such as an increased num-
ber of data samples, intricate objective functions, or
protracted optimization iterations [34, 35]. The poten-
tial loss of interpretability arises from the intricate
nature of robust optimization problems [36]. In com-
parison to standard approaches, the resulting solu-
tions may exhibit reduced interpretability [37]. Con-
sequently, comprehending the reasoning behind the
decisions made by the model and identifying poten-
tial issues becomes more challenging [38]. The inter-
nal complexity of robust models further exacerbates
the difficulty in debugging and enhancing their perfor-
mance. Additionally, certain robust optimization tech-
niquesmay necessitate specialized expertise or software
tools. Moreover, specific implementations can be sensi-
tive to hyperparameter settings, thereby increasing the
difficulty in attaining optimal performance [39].

Various studies have been involved in developing
ML-based models for predicting heart disease, where
diagnostic tests are inaccessible. ML uses classification
techniques to predict data. These classification tech-
niques use training data to predict a developed model.

There are various classification techniques, such as tra-
ditional methods, hybrid methods, deep learning, and
ensemble techniques. All these models aim to achieve
maximum accuracy in healthcare.

The process begins with initializing parameters like
the number of wolves and iterations. Base-level classi-
fiers: A set of base-level classifiers, such as RandomFor-
est (RF), Support Vector Machine (SVM), etc., are used
to evaluate the initial population of features. The per-
formance evaluation is analyzed. Among theMLmeth-
ods, Random Forest produced 88% accuracy. GWO is a
swarm intelligence technique inspired by the hunting
behaviour of grey wolves in nature. It’s used to opti-
mize complex problems and can be applied to feature
selection, which involves choosing a subset of rele-
vant features from a larger dataset. Three coefficients,
alpha, beta, and delta, are used to control the move-
ment of the wolves in the GWO algorithm. The fitness
of each wolf (feature subset) is calculated based on its
classification performance using the base-level classi-
fiers. The positions of the wolves are updated based on
their position and the positions of the alpha, beta, and
delta wolves. The continuous positions of the wolves
are converted into discrete feature indices. The pro-
cess stops if a stopping criterion, such as a maximum
number of iterations or a desired fitness level, is met.
If the stopping criteria are not met, alpha, beta, and
gamma are updated, and the fitness is recalculated with
the updated feature subset. This loop continues until
the stopping criteria are satisfied, and the feature subset
with the highest fitness is returned as the optimal fea-
ture subset. The feature indices are reranked based on
their fitness values. The performance of the selected fea-
tures is evaluated using meta-learners, which are mod-
els that combine the predictions of multiple base-level
classifiers.

The contributions of the paper

• The proposed GWO was used to optimize the con-
sidered dataset.

• Ensemble machine-learning techniques were
stacked. Approximately 18 ML models were stacked
to achieve the desired accuracy.

• The proposed model performance and other state-
of-the-art models are analyzed and compared.

The remaining section of this paper is organized as
follows: Section 2 deals with related works that include
various existing models. Section 3 explains the materi-
als andmethods involved in the study, including theML
techniques, GWO algorithm basics, performance met-
rics, and the dataset. Section 4 explains the experimen-
tal results, analysis, and discussion. To end, Section 5
completes the research.
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2. Related work

2.1. Various situation

Various studies have explained the effective and real-
world applications of ML in heart disease detection.
The study involved a dataset from the UCI repository,
which is available publicly to everyone [4]. ML tech-
niques are very useful in themedical field for increasing
accuracy and reducing computational costs. Consider
Verma et al., who projected a model that used parti-
cle swarm optimization (PSO) [5] and ML techniques
for heart disease prediction, which obtained 90.28%
accuracy.

Al-Tashi et al. [6] and El Bakrawy [7] worked on
GWO with single ML techniques and achieved 89.33%
and 87.45%, respectively. Garavand et al. [8] worked
with ML techniques and reached 85%. Dissanayake
et al. [9] Sabab et al. [10] and Garavand et al. [8]
worked with the single ML algorithm and feature selec-
tion method. They achieved 88.52%, 87.8%, and 84%
accuracy, respectively. Saqlain et al. used the Fisher
score algorithm [11] for selecting features and SVM for
prediction. This study achieved 81.91% accuracy and
88.68% specificity. Latha and Jeeva developed a hybrid
model that used four ML algorithms, namely NB, BN,
RF, andMP, which achieved 85.45% accuracy [12]. Itoo
and Garg [13] proposed a model that stacked ensem-
ble models like LR, KNN, and NB for predicting heart
disease. The model achieved 90% accuracy.

Liu et al. [14] applied 10 classifiers for the stacking
ensemble model. The stacked model achieved 89.86%
accuracy in predicting heart disease. PAL and GANG-
WAR [15] reached 82.95% accuracy in predicting heart
disease by applying stacked models to the dataset.
About nine base learners were involved in this study.
Six base learners like Rf, Extra Tree Classifier, KNN,
XGB, SGD, Adaboost, and MLP were applied by PA &
PRIYA [16] and obtained 90.2% accuracy. Harika et al.
[17] proposed an ensemble framework for rapid pre-
diction of heart disease. The model obtained 87.05%
for stacked ensemble, 84.74% for ANN, 81.35% for NB,
and 79.66% for SVM. Karadeniz et al [18] adopted a
data-driven approach, utilizing a Lasso graph for fea-
ture selection and Ledoit-Wolf shrinkage for improved
predictive performance in predicting heart disease. The
models yielded 88.7 and 88.8 accuracy, respectively.

Talukdar & Singh [40] addresses the rise in mortal-
ity rate, with cardiovascular disease being a significant
contributor, and the need to predict and treat heart dis-
ease using medical data and analytical insights. The
study introduces an artificial neural network method-
ology for identifying potential cardiovascular disease
risk factors and generating a predicted list of risk fea-
tures most likely to result in cardiovascular disease.
The model achieved 81% accuracy which used a back-
propagation algorithm along with MLP. Taylan et. al
[41] proposed a methodology that combines machine

Table 1. Existing study compared to this study.

Existing study Method Accuracy (%)
Feature
Selection

Verma et al. [5] PSO+ML 90.28 No
Al-Tashi et al. [6] GWO+ Single ML 89.33 No
El Bakrawy [7] GWO+ Single ML 87.45 No
Garavand et al. [8] ML 85 No
Dissanayake et al. [9] Single ML+ Feature

selection
88.52 Yes

Sabab et al. [10] Single ML+ Feature
selection

87.8 Yes

Garavand et al. [8] Single ML+ Feature
selection

84 Yes

Saqlain et al. [11] Fisher Score+ SVM 81.91 Yes
Latha and Jeeva [12] Hybrid ML (4

algorithms)
85.45 No

Itoo and Garg [13] Stacked ensemble
(LR, KNN, NB)

90 No

Liu et al. [14] Stacked ensemble
(10 classifiers)

89.86 No

Pal & Gangwar [15] Stacked ensemble (9
base learners)

82.95 No

Pa & Priya [16] Stacked ensemble (6
base learners)

90.2 No

Harika et al. [17] Ensemble framework
(stacked, ANN, NB,
SVM)

87.05 (stacked) No

Karadeniz et al [18] Lasso+ Ledoit-Wolf 88.7 & 88.8 Yes
Talukdar & Singh [40] MLP with

backpropagation
81 No

Taylan et al. [41] ML+Neuro-
fuzzy+ Statistical
methods

> 90.00 No

Hossain et al. [42] Random Forest with
feature selection

90 Yes

Jawalkar et al. [43] Decision Tree-based
Random Forest

86 No

learning, neuro-fuzzy, and statistical methods to pre-
dict cardiovascular diseaseswith high accuracy, exceed-
ing 90%. Hossain et. al., [42] aimed to analyze patient
data to accurately predict heart disease and identify
the most significant attributes for prediction using the
Correlation-based Feature Subset Selection Technique
with Best First Search. Distinct artificial intelligence
techniques are applied and compared, with random for-
est using selected features achieving the highest accu-
racy rate of 90% for heart disease prediction. Jawalkar
et. al., [43] proposed an ML approach for heart disease
prediction using a decision tree-based random forest
classifier with loss optimization. The paper does not
explicitly mention the specific traditional methods that
were compared to the proposed approach. The model
achieved 86% precision and 86% recall. The existing
study in this section is tabulated in Table 1.

A thorough investigation of existing models for pre-
dicting heart disease shows that stacked ensemblemod-
els achieve an accuracy of up to 90%. However, the
authors could have explored other ensemble methods,
such as bagging and boosting. Additionally, different
evaluationmetrics, such as ROC andAUC, aremissing.
The existing models also do not analyze feature impor-
tance to understand which features are most predictive
of heart disease, and they do not compare the pro-
posed framework to various state-of-the-art methods.
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From the overhead studies, it is evident that these mod-
els do not achieve greater accuracy, and feature opti-
mization is not performed. Our study employed feature
optimization and stacking, which will be explained in
further sections. This study aimed to identify high-risk
patients with heart disease. To address limitations iden-
tified in prior research, this study developed a model
that optimizes stacked ensemble ML for specific appli-
cations.

3. Materials andmethods

3.1. Proposedmethod

Figure 1 illustrates the framework of the proposed
model. This model has two phases. In the first phase,
data were obtained from the UCI repository and
then preprocessed. The preprocessed data are used
for GWO, which optimizes the dataset. In the sec-
ond phase, the optimized data were applied to stacked

Figure 1. Process Flow of proposedmodel. Themodel uses a dataset from the UCI repository and is preprocessed. The preprocessed
model is passed to the GWO algorithm, and features are optimized. The optimized features are then used by ML techniques and
performance is evaluated.
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ensemble ML techniques. About 18 ensemble tech-
niques were stacked. The generation of the model, fol-
lowed by a performance analysis of the results obtained
from themodel, was comparedwith the basicML learn-
ers. Each step is elucidated in detail in the subsequent
sections.

3.2. Dataset preparation

In the proposed model, the open-source heart dis-
ease dataset is retrieved from the UCI repository. The
dataset included 1190 examples of records. The dataset
consisted of 13 independent features and one depen-
dent target class [4]. Table 2 lists the attributes of the
datasets. This dataset was obtained by combining var-
ious clinical test outputs, namely, serum cholesterol,
vessel count, thalassemia, and fasting blood sugar. From
the electrocardiogram, ST depression and sloping ST
segments were achieved.

3.3. Statistical analysis and preprocessing

The dataset was initially loaded and analyzed. In this
study, outlier detection was performed as the first stage
of data pre-processing. Z-score outlier detection is used
to boost the efficiency of the model. According to the
experimental rule, a data point in a collection with a
z-score of more than 3 is regarded as an outlier. The
dimension of a data point’s deviation from the mean
value is called the z-score, which is called the standard
score. It displays the range of values for an attribute in
the dataset Beunza et al., [19]

Zscore = x − μ

σ
(1)

xnormalized = x − xmin

xmax − xmin
(2)

One-hot encoding was used for categorical features,
such as the slope of the ST segment (slope), chest pain
(cp), sex, and resting electrocardiogram (restecg). It

Table 2. List of attributes of the Heart dataset from UCI with feature information [4].

S. No Attribute Description Type Value Range

1 Age in years Continuous value Numeric 29 < age > 77
2 Sex 1 represents male Nominal 1-male

0 represents female 0-female
3 CP-Chest pain Chest pain type 0 represents typical angina 1 represents

atypical angina 2 represents non-anginal pain 3 represents
asymptomatic

Nominal 4-asymptomatic

3-non anginal pain
2-atypical angina
1-typical angina

4 trestbps Resting blood pressure Numeric > 160: very high
140–160: High
120–140: Unusual
90–120: Normal

5 chol Serum cholesterol in mg/dl Numeric > 250: very high
110–200: Normal
200–240: borderline high
240–250: High

6 Fasting Blood sugar Fasting blood sugar > 120 mg/dl 1 represents true 0 represents
false

Nominal 1-true

0-false
7 Restecg – resting

electrocardiographic
(ECG)

resting electrocardiographic results 0 represents normal 1
represents having ST-T wave abnormality 2 represents Possible
or definite left ventricular hypertrophy

Nominal 0-normal

1-STTwave abnormality
2-showing probable

8 thalach Maximum heart rate achieved Numeric 60–100-normal
> 100-tachycardia

9 Exangexercise-induced
angina

Blood supply when you exercise Nominal 1

0
1 represent yes
0 represents no

10 Old peak ST depression induced by exercise relative to rest Numeric 0-6.2
11 Sl: slope The slope of the peak exercise ST segment 0 represents upsloping

1 represents flat 2 represents down-sloping
Nominal 1-upsloping

2-flat
3-downsloping

12 Ca number of vessels (0-3) coloured by fluoroscopy Nominal 0
1
2
3

13 thal Thallium stress test 1 represents normal; 2 represents fixed defect;
3 represents a reversible defect

Nominal 3-normal

6-fixed
7-reversible

14 target The predicted attribute 0 represents no chances of heart failure 1
represents chances of heart failure

Class variable 0-no heart disease

1-heart disease
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transforms an attribute into a form that can be under-
stood by ML algorithms by turning it into a numerical
format. Two sets of data were pre-processed for prelim-
inary analysis before feature scaling. A standard scaler
was used to standardize the attribute values for the
initial set of data. The min–max scaler was used to nor-
malize the values for the other set. The numbers in
the min–max scale range from 0 to 1, where 0 repre-
sents the smallest value discovered and 1 represents the
maximum. The remaining information consists of dec-
imals between 0 and 1, as shown in Equation 1,2. The
statistics for the numerical columns are presented in
Figure 2.

Both cholesterol and resting blood pressure had
outliers, as can be seen from the description above.
While both variables had the lowest value of 0, choles-
terol also had an outlier on the upper side, with 603
as the maximum value. The outliers were removed.
Once the outliers are removed the shape of the dataset
includes 1171 records. To select the best models to be
utilized in level 0 of the stacked ensemble approach,
we will develop various baseline models and perform
10-fold cross-validation at this stage. After comprehen-
sive preprocessing, we tested the dataset on various
established machine learning models: Logistic Regres-
sion (LR), K-Nearest Neighbors (KNN), Support Vec-
torMachines (SVM),Naive Bayes (NB), RandomForest
(RF), XGBoost (XGB),DecisionTrees (DT), andNeural
Networks (NN). Each model underwent classification,

and their performance was thoroughly evaluated using
the metrics outlined in Table 3.

3.4. StackedML classifiers

Basic and popular ML techniques in the healthcare sec-
tor for predicting disease are highly capable and have
greater heterogeneity Taha et al., [20]. Building upon
the power of ensemble learning, this work explores a
two-stage stacking technique, wheremultipleMLmod-
els are sequentially combined for enhanced robustness
and accuracy. This study investigated the impact of fea-
ture optimization on stacked ensemble performance.
Stage 1 utilized all features, while Stage 2 employed
the GWO algorithm to identify the most informa-
tive features, refining the data input for the stacked
ensembles in the final step. Tables 4 and 5 explains
the results obtained in both stages. The ensemble tech-
niques stacked are RF, multilayer perceptron (MLP),
KNN, extra tree classifier, XGB, support vector classifier
(SVC), Stochastic Gradient descent (SGD), Adaboost,
classification and regression tree (CART), andGradient
Boosting Machine (GBM). These ensemble methods
explain how a target value can be predicted based on
other values.

RF and CART are supervised ML techniques that
use decision trees as basic classifiers. Both methods
produce many classifiers, and the results are accumu-
lated using the maximum number of votes. SVC is

Figure 2. Statistical analysis of dataset.
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Table 3. Various evaluation criteria used for measuring performance. Jangle & Narayankar [27].

Measure Formula Description

Precision
TP

TP + FP
Total positives predicted to that of number of positives

Recall
TP

TP + FN
Prediction of total positives to that of samples total positives

Specificity
TN

TN + FP
Number of negative results from the total number of non-disease samples

Accuracy
TP + TN

TP + FP + FN + TN
Number of correct predictions from the entire predictions

F-score 2 ∗
(
Precision ∗ Recall

Precision + Recall

)
This F-score is mainly used to resolve classification problems when there is an

imbalanced class.

Log_Loss −1/N
N∑
i=1

(log(Pi)) It deals with the quantifying difference between predicted probabilities and actual
values.

MCC
TPTN − FP ∗ FN√

TP + FP ∗ (TP + FN) ∗ (TN + FP) ∗ (TN + FN)
A tool used to measure the model evaluation. It’s a measure between predicted and

actual values.

Table 4. Performance analysis before feature selection.

Algorithm Accuracy (%) Precision (%) Recall (%) F1-score (%) Specificity (%)
Classification
error rate (%)

LR 85.25 86 88 87 81 14.75
KNN 68.85 70 76 73 59 31.15
SVM 70.49 70 82 76 55 29.51
NB 85.25 84 91 87 78 14.75
RF with Grid Search 86.89 88 88 88 81 13.11
RF 88.89 89 94 91 85 9.84
XGB 81.97 83 85 84 77 18.03
DT 83.61 88 82 85 85 16.39
NN 83.61 80 94 86 43 16.39

applied to obtain linear and non-linear data. A deci-
sion hyperplane is employed by SVC for class recogni-
tion. This method is robust, as it accurately discourses
the bias and variance in the data. In KNN, data are
clustered and neighbours are defined by K. Based on
the similarity measure, new instances can be classified.
The predictions from various decision trees combined
for the final prediction were made using a gradient
boostingmachine. The eigenvalues were divided into K
intervals, and the results were classified in this model.
This increases the speed of prediction and decreases
storage. AdaBoost iteratively corrects its mistakes by
leveraging wrongly classified samples. It assigns higher
weights to these samples, guiding subsequent classi-
fiers to focus on areas where the previous one faltered.
This process continues until a desired level of accu-
racy is achieved. Multi-Layer Perceptron (MLPs) excel
at classifying data by mapping inputs to specific classes.

They apply interconnected layers of neurons to learn
complex relationships within the data. The extra-tree
classifier builds its predictive power by constructing
numerous decision trees. Unlike traditional random
forests, it samples data without replacement, ensuring
each tree has a unique data sample. Extreme Gradi-
ent Boosting (XGB) tackles classification through an
efficient boosting technique. It builds an ensemble of
decision trees iteratively, focusing on improving predic-
tive accuracy for previously misclassified samples. The
performance is better than other state-of-the-art ML
models Chiu et al. [21].

Combining various categories of classification tech-
niques using a meta-classifier is known as stacking
Verma & Pal [22]. The idea is to merge weak learners
to attain robust generalization ability. During stacking,
the results of the base learners are fused. The first-
level learners are the base learners, and combinations

Table 5. Performance evaluation of the stacked model with other ML techniques.

Model Accuracy Precision Sensitivity Specificity F1 Score ROC Log_Loss mathew_corrcoef

Stacked Classifier 0.861017 0.857143 0.884615 0.834532 0.870662 0.859574 4.800367 0.720979
RF 0.864407 0.858025 0.891026 0.834532 0.874214 0.862779 4.683286 0.727878
MLP 0.772881 0.811189 0.74359 0.805755 0.77592 0.774673 7.844473 0.548688
KNN 0.783051 0.810811 0.769231 0.798561 0.789474 0.783896 7.493234 0.566852
Extra tree classifier 0.881356 0.88535 0.891026 0.870504 0.888179 0.880765 4.09787 0.761846
XGB 0.847458 0.84472 0.871795 0.820144 0.858044 0.845969 5.268695 0.693701
SVC 0.776271 0.796053 0.775641 0.776978 0.785714 0.77631 7.727403 0.551958
SGD 0.745763 0.712042 0.871795 0.604317 0.783862 0.738056 8.781194 0.497445
Adaboost 0.776271 0.796053 0.775641 0.776978 0.785714 0.77631 7.727403 0.551958
CART 0.827119 0.814371 0.871795 0.776978 0.842105 0.824387 5.971195 0.653431
GBM 0.816949 0.81875 0.839744 0.791367 0.829114 0.815555 6.322431 0.632336
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of base learners are meta-learners, also called second-
level learners. The base learners were trained using
this dataset. The output from these base learners is
passed on as input features for second-level learners.
A new dataset with original labels for training meta-
learners. The 13 individual models were trained using
the available dataset.

3.5. GWOalgorithm

Mirjalili et al. [23] established the GWO after being
inspired by the behaviour of grey wolf packs in 2014.
The interesting characteristic of the grey wolf is the
exceptional hunting and looking for prey. The group of
wolves, called canines, plays a different role and com-
pletes their tasks by cooperating with other wolves. The
GWO comprises four levels in hierarchical order, as
shown in Figure 3. Themost important is wolf α, which
decides on hunting activities. The second step is wolf β ,
which is subordinate to wolf α, and β is the best candi-
date for α in making decisions. The third rank is wolf
δ, which is a subordinate of wolf α and β . The wolf δ

is responsible for scouting and hunting. The last and
fourth values are the wolf ω values. This wolf main-
tains its pack.Wolf hunting is categorized into tracking,
chasing, and prey attacks.

Wolf α, β , δ are responsible for each reiteration, and
the mathematical model is described as [23]

D = |C. XP(t) − X (t)| ω (3)

X (t + 1) = Xp(t) – A. D (4)

Equation 3 explains the distance between the prey and
the grey wolf. The current iterations are denoted as t.
The location of the grey wolf iteration at t is denoted by
Xp (t) and position is denoted by X (t). Prey location
was updated using Equation 4. The A and C coefficient
vectors were calculated using Equations 5 and 6, respec-
tively. The components of a are reduced linearly from 2
to 0 after a few iterations. Random vectors are r1 and

r2 in [0,1]. The main role of this random vector is to
increase the randomness

A = 2a. r1– a (5)

C = 2. r2 (6)

Finally, the trade-off between exploitation and explo-
ration is achieved by updating a vector, which is given
by Equation 7.

A = 2 − t (7)

The random vectors r1 and r2 let the wolves reach any
position. As a result, a grey wolf can update its position
inside the space surrounding the prey in any random
location based on Equations 3 and 4.

X1 = Xα − A1 ∗ (Dα), X2 = Xβ − A2 ∗ (Dβ),

X3 = Xδ − A3 ∗ (Dδ) (8)

X (t + 1) = X1 + X2 + X3
3

(9)

3.6. GWOOptimized StackedML classification

Feature selection is a method used to reduce the num-
ber of suitable features, which boosts the classification
by obtaining the feature subset from the initial features.
It ignores the less important features that help reduce
computational and memory costs. This algorithm is
a meta-heuristic that replicates the process of grey
wolves that live in groups of five to twelve individuals.
Emmanuel et al. [24] use search and optimization prob-
lems. Algorithm 1 operates in two phases: In phase 1
the dataset is given to the stacked ensemble techniques,
and in phase 2 feature optimization through the GWO
algorithm is applied, and the resulting streamlined set
of features is utilized by the stacked ensemble models.

The code uses a UCI dataset, which is a com-
mon source of publicly available datasets for machine
learning research. The dataset contains features (f1,

Figure 3. Grey wolf optimization system.
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f2, . . . , fn) representing various attributes related to
heart disease. The dataset is divided into a training
set (X) for model development and a test set (Y) for
final validation. Feature Selection using GWO to iden-
tify the most relevant features for predicting heart
disease, improving model accuracy and interpretabil-
ity. GWO population (Xi) representing different fea-
ture combinations is created. Parameters a, A, and C,
which control GWO’s search behaviour, are initialized.
Each feature combination’s fitness (its ability to pre-
dict heart disease) is calculated. GWO’s exploration
and exploitation mechanisms are used to update fea-
ture combinations over multiple iterations. The best
three feature combinations (Xα, Xβ , Xδ) are tracked.
The best feature combination (Xα) is returned after the
iterations.

Stacked Ensemble Model Training and Testing: For
each model in the ensemble (Ti), a subset of features
(D1) is selected from the optimal set identified by
GWO. Each model (Ti) is trained and tested on each
fold of the data using the corresponding feature sub-
set (D1). The final output is a summary of perfor-
mance scores for eachmodel in the ensemble, providing
insights into their strengths and the overall ensemble’s
effectiveness. The step-by-step pseudocode is explained
in Algorithm 1. This two-step approach aimed to com-
bine the power of feature selection with the advantages
of ensemble learning.

Algorithm 1 . GWOAlgorithmOptimized Stacked Ensemble ML

Let D= {f1 , f2 , f3 , . . . . . . , fn} given in UCI dataset
X = training dataset
Y = test dataset for final validation
X ε D
Y ε D
Input: Xt for trainingmodels
Xv for testing basemodels
T13 = {LR, LDA, DT, NB, RF, MLP, KNN, ET, XGB, SVC, SGD, ADB, GBM}
Apply GWO for optimization

Initialize the GWO population Xi (i = 1, 2, . . . ., n)
Initialize a, A and C
Calculate the fitness of the search agent
The best search agent is Xα

The 2nd best search agent Xβ

The 3rd best search agent Xδ

While (t<maximum iterations)
For each search agent

Reset the current search agent position by equation (9)
End for
Update a, A and C
Calculate the fitness of search agents
Update Xα, Xβ , Xδ

T = t+ 1
End while
Return Xa

For every i in Ti
Let D1= {f1 , f2 , f3 , . . . . . . , fi} obtained fromD
Input: Xt for trainingmodels ε D1

Xv for testing basemodels ε D1
T9 = {MLP, KNN, ET, XGB, SVC, SGD, ADB, CART, GBM}
For j= 1, 2, 3, . . . .10
Do

Train and test every fold for every classifier Ti
end for

end for
output: model score summary

3.7. Performancemeasures

Datamining is evaluated through performancemetrics.
Once the classification is completed, the performance
metrics are evaluated by determining the confusion
matrix and the ROC curve. The recall was used to assess
the completeness of the model. If recall is higher, then
fewer false negatives (FN) are produced. The exactness
was measured using precision. While accuracy con-
tributes to overall performance, the F1 score offers a
more nuanced view by balancing precision and recall.
This makes it the most reliable indicator of a model’s
ability to accurately predict both positive and nega-
tive cases. For comprehensive model evaluation, the F1
score surpasses simple accuracy by considering both
how well the model identifies true positives and avoids
false positives. This makes it the preferred metric for
determining amodel’s effectiveness in real-world appli-
cations.

The ROC curve is a graph that explains the model’s
classification performance. The ROC curve was plot-
ted with true-positive and false-positive values. Table 3
presents the performance metrics obtained using their
formulas. The accuracy metric measures the percent-
age of predictions for which the model is correct. The
precision metric measures the percentage of predic-
tions classified as positive or positive by the model. The
recall metric measures the percentage of positive cases
correctly identified by the model. The F1 score is a
weighted average of precision and recall. The Log_Loss
called logarithmic loss or cross-entropy loss is a mea-
sure of how well the model predicts the actual values
against the predicted probabilities. A lower Log_Loss
indicates a better model, Wang et al. [25]. The Mathew
correlation coefficient (MCC) is also a statistical tool
for model evaluation. It is an amount of the varia-
tion between actual and predicted values. This metric
is more reliable and produces a high score in case of
good results obtained during prediction in the four cat-
egories, namely TP, FN, TN, FP Chicco & Jurman [26].
This value is equal to the chi-square statistics.

4. Experiments results and analysis

4.1. Experimental setup

The performance of the suggested model is assessed
using ML models. The proposed models begin with
the necessary data collection and proceed with prepro-
cessing to accommodate missing values. The following
step is to choose crucial attributes from the provided
dataset. The performance of the ML model will also
be examined using specific features. A variety of eval-
uation criteria are used to analyze performance. The
last decision is used to conclude. The Anaconda Jupyter
Notebook 6.4.8, which features built-in packages for
ML models, and an Intel(R) Core (TM) i7-7600U CPU
running at 2.80 and 2.90 GHz, is used to experiment.
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4.2. Result analysis

ML algorithms were trained on a dataset. The algor-
ithm’s performance was assessed using the metrics
listed in Table 3. Table 4 shows the detailed perfor-
mance analysis of each algorithm. RF outperformed
with 88.89% accuracy. This means that 88.89% of the
predictions made by the RF algorithm were correct.
Among all tested algorithms, Random Forest (RF)
stood out with the lowest classification error rate at
9.84%. This translates to only a small fraction (less than
10%) of the model’s predictions being inaccurate, as
visualized in the chart below.

4.3. Result of stackedML classifiers

Stacking works by training a secondary model, or
“meta-learner,” on top of several pre-trained ML mod-
els. This meta-learner learns how to optimally combine
the predictions of the underlying models, resulting in
more accuracy. The algorithms used for stacking are RF,
multi-layer perceptron, KNN, support vector classifier,
extra tree classifier, DT, extended gradient boosting,
stochastic gradient descent, AdaBoost, and gradient
boosting. The performance metrics are evaluated and
tabulated in Table 5.

All the 13 features are passed to the stacked model.
The stackedmodel achieved an accuracy of 86%, which
is lower than the individual ML techniques. The pre-
cision, recall, sensitivity, specificity, Log_Loss, F1 score
and Matthew correlation coefficient were also lower
for the stacked model, and the results were also not
as good as the individual ML techniques. To over-
come this issue, GWO algorithm optimization is per-
formed on the dataset. The optimized features are then
applied to the ML techniques for training and stack-
ing. GWO algorithm is a technique that can be used
for performance improvement of ML models. It works
by randomly generating a population of solutions, and
then iteratively evaluating and improving the solutions
until a satisfactory solution is found. In this case, the
GWO algorithm is used to optimize the features of
the dataset, which results in a better-performing ML
model.

4.4. Results of optimized stackedML classifiers

The limitations inherent to individual machine learn-
ing algorithms may not be overcome by a single
approach. Combining multiple models can potentially
improve overall prediction accuracy. While individual
machine learning algorithms can achieve satisfactory
performance on certain datasets, their inherent biases
and limitations can be mitigated by ensemble learn-
ing techniques, which combine the predictions of mul-
tiple models to achieve greater accuracy. The draw-
backs of stacked ML methods are overcome with the
proposed model of GWO-optimized stacked ensem-
ble techniques. To improvemodel performance, feature
optimization was performed on the 13-dimensional
dataset using the GWO algorithm. The features are
reduced from 13 to 9. After optimization, the attributes
selected are chest pain type, age, fasting blood sugar,
resting blood pressure, ST slope, cholesterol, resting
ECG, ca, and thal stress rate. The less important fea-
tures are removed. The optimized features were then
trained and passed to the stacked ensemble meth-
ods. The results achieved by the model proposed were
much better than the methods and stacked methods.
The performance evaluation for the proposed model
is specified in Table 6. The model proposed achieved
an accuracy of 93%, precision of 91%, sensitivity of
95%, specificity of 87%, F1 score of 93%, ROC of 91%,
Log_Loss of 2.87, and Matthew correlation coefficient
of 83%. The proposed model outperformed all other
state-of-the-art methods in terms of specificity, preci-
sion, accuracy, sensitivity, F1 score, ROC, Log_Loss,
and Matthew correlation coefficient.

The bar graph in Figure 4 shows the performance of
different ML models for predicting a certain outcome.
The bar graph indicates that the suggested model out-
performs all other models. The model has an accuracy
of 93% compared to other models, which is visual-
ized in Figure 4. The other models shown in the bar
graph are all state-of-the-art MLmodels. The proposed
GWO-optimized stacked ensemble model combines
multiple machine-learning models that learn from the
strengths of each model. The bar graph shows that
the model proposed has an important improvement

Table 6. Performance evaluation of the proposed model with other ML techniques.

Model Accuracy Precision Sensitivity Specificity F1 Score ROC Log_Loss mathew_corrcoef

Proposed Model 0.93 0.91 0.95 0.87 0.93 0.91 2.87 0.83
MLP 0.82 0.80 0.90 0.71 0.85 0.80 6.33 0.63
KNN 0.83 0.82 0.90 0.75 0.86 0.82 5.73 0.66
Extra tree classifier 0.90 0.88 0.98 0.82 0.92 0.90 3.17 0.82
XGB 0.89 0.89 0.92 0.85 0.91 0.89 3.77 0.78
SVC 0.76 0.76 0.83 0.66 0.79 0.74 8.45 0.50
SGD 0.76 0.85 0.69 0.84 0.76 0.77 8.45 0.53
Adaboost 0.83 0.83 0.88 0.77 0.86 0.83 5.73 0.66
CART 0.85 0.86 0.88 0.81 0.87 0.85 5.13 0.70
GBM 0.86 0.85 0.93 0.78 0.89 0.85 4.68 0.72
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Figure 4. Accuracy for various models with the proposed model.

Figure 5. Log_Loss of various models with the proposed model.

over traditional ML models for predicting the out-
come, as they are more accurate, precise, and reliable.
This means the proposed model is more likely to make
correct predictions.

By leveraging the power of ensemble learning,
the proposed model exhibits remarkable adaptability.
Figure 5 shows that incorporating more stacked mod-
els effectively reduces its Log_Loss, leading to superior
heart disease prediction. The proposed model with 10
ensemble techniques has a Log_Loss of 2.87. This is
a substantial enhancement over the Log_Loss of the
traditional ML models, which ranged from 3.0 to 3.5.
The proposed model with 17 models is also more accu-
rate than the stacked ensemble model, which had a
Log_Loss of 2.87. The bar graph in Figure 6 shows that
the proposed model is more effective than the other
stacked model and state-of-the-art ML methods with-
out optimization. Focusing on heart disease prediction,
Figures 4 and 5, and 6 reveal a substantial advantage for
the proposedmodel compared to both traditional state-
of-the-art ML models and stacked ensemble models.

4.5. Discussion

Table 6 reveals the proposed model’s remarkable
achievement of accuracy compared to every other
model in Table 7. The proposed model of GWO-
optimized stacked ensemble techniques is a signifi-
cant improvement over traditional ML methods and
stacked methods. By optimally combining and refin-
ing diverse ML models using the GWO algorithm,
this model unlocks previously unattainable levels of
performance and prediction accuracy. The proposed
model is more accurate and reliable, with lower log loss.
Figure 6 compares the projected model to the state-of-
the-art methods and stacked ensemble ML techniques.
The Y-axis of the graph displays the accuracy of each
model, and the X-axis displays the different models
being compared. The graph shows that the projected
model beats othermodels on performancemetrics. The
proposedmodel has a higher accuracy, precision, recall,
F1 score, Log_Loss, and Matthew correlation coeffi-
cient. The continual decrease of parameter space and
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Figure 6. Performance metrics of the proposed model with stacked classifier.

Table 7. Comparative Analysis of the proposedmodel with the
models available.

Models Accuracy

Proposed Model 93%
GWO-SVM (Qasem Al-Tashi et al.,) [6] 89.83%
BGWOPSO (Al-Tashi et al.,) [28] 85%
ML (Garavand et al.,) [8] 87%
Backward feature selection+DT (Dissanayake & Johar) [9] 88.52%
FS+ SMO (Sabab et al.,) [10] 87.8%
GWO+NB (El Bakrawy) [7] 87.45%
92HGDGWO (Kitonyi, & Segera) [29] 80%
NB+ FS (Nassif et al.,) [30] 84%
Fisher score algorithm+ SVM (Saqlain et al.,) [11] 81.91%
Hybrid (NB, BN, RF, and MP) (Latha & Jeeva) [12] 85.45%
Modified GWO+ LR (Mohiddin et al.,) [44] 86.91%
Modified GWO+ KNN (Mohiddin et al.,) [44] 87.46%

reduced design alternatives, only two control parame-
ters, along with its ability to avoid local minima, leads
to faster convergence. These properties ensure the grey
wolf metaheuristic algorithm is very robust and stable.

5. Conclusion

Heart disease is a leading cause of death globally,
and early prediction is crucial for improving patient
outcomes. The study proposed a stacked ensemble
model optimized by GWO for predicting heart dis-
ease. GWO helps select the most important features
from the dataset, while stacked ensemble learning com-
bines multiple machine learning models to improve
accuracy. The proposed model achieves an accuracy of
93%, significantly higher than traditional methods like
logistic regression 85.25% and support vectormachines
70.49%. The model also shows high precision 91%,
recall 95.3%, F1-score 92.9%, Matthew coefficient 0.83,
and a low Log_Loss 2.87. This study demonstrates the
potential of GWO-optimized stacked ensemble models
for improving the accuracy of heart disease prediction.
This could lead to earlier diagnosis, better treatment

outcomes for patients, and a promising new approach
for predicting heart disease with high accuracy.

Future scope: The study suggests exploring other
ensemble techniques and different evaluation metrics,
as well as analyzing feature importance to understand
which features are most predictive of heart disease.
They also recommend comparing the proposed model
to various state-of-the-art methods for a more compre-
hensive evaluation.
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