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ABSTRACT
Telemedicine systems are gaining popularity due to their ability to provide remote medical
services. These systems produce a lot of data, which may be used for a variety of purposes,
including quality improvement, decision-making, and predictive analytics. Deep learning is an
effective data mining method that may be applied to this data to bring out significant find-
ings. Telemedicine systems, which allow patients to receive medical consultation and treatment
remotely, generate vast amounts of data. Analyzing this data can provide valuable insights for
improving patient care and optimizing the telemedicine system. Datamining techniques can be
incredibly valuable for telemedicine systems, as they can help to identify patterns and insights in
large amountsof patientdata.Datamining techniques canassist telemedicine systems inmaking
better decisions and offer better care to patients. In this paper, a novel framework for multi-
ple disease prediction in telemedicine system using an effective deep learning algorithm was
developed. The proposed multiple disease prediction system is composed of Long Short Term
Memory (LSTM) unit.The experimental results revealed that the suggested disease prediction
model exceeded the present models with an accuracy of 98.51%.
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1. Introduction

The literal meaning of Telemedicine is “healing from
distance”. Telemedicine has been defined by the World
Health Organization (WHO) as “The delivery of
healthcare services, where distance is a critical factor,
by all healthcare professionals using information and
communication technologies for the exchange of valid
information for diagnosis, treatment and prevention
of disease and injuries, research and evaluation, and
for continuing education of healthcare providers, all in
the interests of advancing the health of individuals and
their communities”.

The provision of healthcare services to patients
through the use of information, communication, and
technology has been referred to as telemedicine. Pro-
vision of telemedicine functions by catering to the
patient’s needs through calls and video conferencing.
Globally, physicians use telemedicine for digital imag-
ing transmission, video consultations, and remotemed-
ical signals [1]. The origin of telemedicine has been
a consequence of the short of time required for con-
sultations. The term “telemedicine” is largely used in
conjunction with “telehealth”. The term “telehealth”
refers to the use of electronic information and com-
munication technology to support and promote long-
distance clinical healthcare, for the medical education
of clinical professionals, and to help maintain and

manage public health [2]. The contrast between the
two terms can be drawn as telemedicine purely clinical
application of the information technology in health-
care whereas telehealth is being used as an umbrella
term for nonspecific healthcare-related activities. With
the advancement in technology and application in the
diverse fields, evolved concepts like telemedicine have
been successful in their implementation globally. The
application of telemedicine has been considered to be
useful in both developed and developing nations. Core
benefits of the application of integrated telemedicine
in the healthcare system are inclusive of increment
in the revenue, maximization of patient reach, provi-
sion of convenience, increased feasibility, high diversity
and availability of several healthcare professionals on a
single platform and improved healthcare quality [3].

Figure 1 depicts the general framework of a basic
telemedicine system. The incorporation of numerous
technologies into the telemedicine system enables the
creation of a health network connecting medical facili-
ties dispersed across a city, a country, or even a region.
This network enables the interchange of health data,
including clinical findings, radiographic pictures, lab-
oratory data, and sound recognition, among other
things. Because it is more likely that specialists will be
available in places with dense populations, those who
reside in remote and rural areas have very limited access
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to high-quality healthcare when they are in need [4].
Many aspects of medical practise can now be carried
out even when the patient and healthcare professional
are separated by a distance due to advancements in
computing and telecommunications technologies.

Telemedicine has a variety of uses, including telecon-
sultation, tele education, telepathology, teleradiology,
and telecardiology, all ofwhich have demonstrated their
efficacy in maximizing resource utilization [6]. Essen-
tially, telemedicine is performed in two ways: first, by
employing the store and forward method, and second,
by implementing it in real-time. The store and forward
method involve recording patient data on any storage
media or actual paper records. Later, the information is
transmitted via various media for the medical expert’s
assessment. In the secondmethod, the expert examines
the records concurrently while treating patients from
a distance. The telemedicine data includes a variety
of data categories, including personal data, historical
data, clinical data, and patient reports. Telemedicine
must be implemented with the growing population and
insufficient medical resources.

Data mining is the process of identifying patterns in
massive datasets using methods that incorporate statis-
tics, machine learning, and database systems. Themain
objective of data mining is to apply cutting-edge data
analysis techniques to enormous amounts of data stored
in databases, data marts, or data warehouses in order
to identify significant patterns, trends, rules, relation-
ships, and correlations that are present in the data but
that would be impossible or very difficult to identify
using conventional data analysis techniques [7]. Due to
their capacity to draw useful conclusions and patterns
from vast quantities of data, data mining techniques
have grown in significance in the telemedicine industry.
Data mining techniques can be used in a telemedicine
system to examine patient data, including medical
records, diagnostic pictures, and sensor data, in order
to spot potential health hazards, predict the evolution
of diseases, and create individualized treatment plans.
Figure 2 displays the data mining framework visualiza-
tion for the telemedicine system.

Data mining techniques are particularly useful in
telemedicine because they can reveal hidden links
and patterns that human analysts would miss. By
determining risk variables and creating tailored ther-
apies, data mining techniques can also be utilized
to enhance patient outcomes. A deep learning-based
model was suggested in this paper for the efficient
prediction of multiple diseases. The multiple disease
prediction model is associated with real-time interac-
tive telemedicine system to enable the communication
between healthcare providers and the patients.

The following is the paper’s contribution:

• In order to find patterns and insights in vast amounts
of patient data, data mining techniques can be

quite helpful for telemedicine systems. Data min-
ing techniques can help telemedicine systems make
better decisions and provide patients with better
treatment.

• Using a powerful deep learning algorithm, a novel
framework for multiple disease prediction in tele-
medicine systems was created.

• Long Short Term Memory (LSTM) units make up
the suggested multiple disease prediction system.

• The testing findings showed that the proposed dis-
ease prediction model outperformed the current
models.

The remainder of the document is structured in this
manner. The pertinent initiatives for the identification
and classification are covered in Section 2. Section 3
describes the approach that was used for this investi-
gation. The results and analysis of the experiment are
presented in Section 4. Section 5 marks the conclusion
of this work.

2. Literature review

The analytical, experimental and concluding opinions
made by authors in respect to various strategies for opti-
mizing telemedicine using various data mining tech-
niques are discussed in the following section.

Manoranjan Dash et al. [8] aimed at identifying
the elements that will encourage patients in India to
utilize telemedicine during the COVID-19 pandemic.
In order to analyze the information gathered from
146 patients using a structured questionnaire, multiple
regression and ANN techniques are applied. Accord-
ing to the experimental findings, the ANN model
outperformed multiple regressions in terms of nonlin-
earity and linearity and predicted outcomes with a high
degree of accuracy. Syed Thouheed Ahmed et al. [9]
developed a dynamic user clustering method based on
heterogeneous multi-input multi-output data. The sug-
gested methodology employs networking nodes to add
machine learning concepts for dynamic user group-
ing and classification, resulting in the construction of
clusters reflecting similarity indexing ratios. The exper-
imental findings revealed that the proposed method is
effective for transmitting delicate medical datasets with
pre-processed data. However, the proposed method
cannot handle noisy data. Praveen Kumar Sadineni
[10] presented on how big-data analytics and machine
learning may be combined to improve the quality of
healthcare services using techniques like decision trees,
SVM, and KNN. The provision of individualized solu-
tions to specific issues, such as the detection and treat-
ment of epidemics, the enhancement of life value, the
reduction of needless care, etc., is made possible by
enhancing the quality of healthcare services. The out-
comes of the experiment show that combiningmachine
learning methods with Big-Data Analytics raises the
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Figure 1. Telemedicine system [5].

Figure 2. Datamining framework for telemedicine.

excellence of healthcare services. However, in order to
deliver accurate results, the suggested method needed
high-quality data. M. Sornalakshmi et al. [11] pro-
posed an approach that coupled the context ontology

and enhanced apriori algorithm for mining and mod-
elling physiological data utilizing the concepts and
connections established by the rules that were gen-
erated. A growing number of rules are obtained by
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combining the EAAwith the context ontology. Accord-
ing to the performance analysis, the proposed method
produces better support and confidence. The com-
parison analysis shows that the suggested EAA-SMO
technique achieves maximum accuracy and requires
the least amount of time to execute than the seman-
tic ontology. The scalability of the suggested approach
is constrained. So-Young Choi and Kyungyong Chung
[12] presented a big-data knowledge procedure for the
health sector using association mining and Hadoop’s
MapReduce technology. By combining WebBot and
the common data model to gather and process het-
erogeneous health information, the suggested solution
offers effective healthmanagement knowledge services.
Documents that are periodically generated by dynamic
linking and distributed file processing are assembled
into a corpus for the purpose of finding relation-
ships between data. The processing of large amounts
of health-related data using MapReduce-based associ-
ation mining can aid in disease prevention, the detec-
tion of hazards, and post-management using a com-
mon data model. As a result, healthcare services that
are more advanced can be provided, which helps to
enhance people’s health and quality of life.

D.M. JeyaPriyadharsan et al. [13] presentedmachine
learning techniques for keeping track of human health.
The UCI dataset is used for the initial training and val-
idation of ML algorithms. In the testing phase, anoma-
lies in the health state are predicted using sensor data
collected to use an IoT framework. IoT device data that
has been stored in the cloud is statistically analyzed to
determine the accuracy of the prediction percentage.
Also, according to the results, the K-Nearest Neighbour
beats other traditional classifiers. The major limitation
of the study is that, when the training set is large, it
takes a lot of space. R. Sandhiya and M. Sundarambal
[14] created a clustering model with enhanced seman-
tic smoothing that is based on ontology and domain
knowledge. The model used TF-IGM and modified n-
grams to enhance the clustering process. Hierarchical
and partitional clustering techniques are used to assess
the model’s performance. The proposed method out-
performed the semantic smoothing model in almost
80% of the quality criteria, proving its efficacy. A draw-
back of using n-gram overlap to assess document sim-
ilarity is that it performs poorly when the original
document has been updated. T. K. Anusuya and P.
Maharajothi [15] designed a method to manage vari-
ous multimedia medical databases in the telemedicine
system. The primary objective of this work is to convey
the medical services to the patient, instead of trans-
porting the patient to the medical care services. This
is accomplished through the use of web-based solu-
tions, such as Modern Medical Informatics Services,
which are simpler, quicker, and less expensive. The
fragmentation of databases, clustering of network loca-
tions, and allocation of fragments were three enhanced

services that were added into this method. In order
to calculate the cost of communications, an estimat-
ing model was also put forth, which aids in the search
for efficient data allocation strategies. The outcome
demonstrated that the suggested technique consider-
ably raises the level of satisfactionwith services require-
ments in web systems. The main shortcomings of this
proposed study are the lack of standardization and pri-
vacy issues. Syed Thouheed Ahmed and M. Sandhya
[16] provided a cutting-edge method and presented
about recursive image reduction in the cloud/server.
The method depends on pixel value density match-
ing with edge extraction for the suggested Real-Time
Biomedical Imaging Recursion Detection. The sug-
gested method reduced initial processing by 60% while
achieving time optimization. According to time and
space optimization, the suggested system has a 97.8%
efficiency rate. It is difficult to schedule the suggested
system’s total synchronization. P. Sukumar et al. [17]
proposed an ontology-oriented architecture that uti-
lized a knowledge base (KB), enabling the integration
of data from several heterogeneous sources. The pro-
posed strategy has been used in the area of personal-
ized medicine. In order to find knowledge concealed
in diverse data sources, the AI approach is also uti-
lized to mine data in the healthcare industry. The sug-
gested system was subjected to three ontology phases.
According to the findings, the textual documents were
successfully grouped using the suggested system. The
suggested system has many drawbacks, including lim-
ited language support and an inability to manage
unstructured data.

BikashKanti Sarkar and ShibSankar Sana [18] cre-
ated a disease decision support system in which the
initial stage deals with determining the best training set
in parallel with the best data-partition for each illness
data set. The second stage investigates a general predic-
tive model over the learned data for a precise disease
diagnosis. The suggested method performs admirably
on all of the selected medical data sets and can be a
useful alternative for the well-known ML techniques.
The findings demonstrated that, for the initial identi-
fication of the disorders, the suggested hybrid model
consistently outperformed the basic learners. However,
the quality of the data employed for training the model
affects the accuracy of the model. Atta- Ur- Rahman
andMohammed Imran Basheer Ahmed [19] examined
a telemedicine plan for a virtual clinic that would pro-
vide medical care in remote locations of developing
nations. The suggested approach combines a fuzzy rule-
based approach to rank the top doctors with a clini-
cal decision support system that aids in selecting the
best physician for a certain patient based on his prior
prescriptions. The apriori algorithm and the inductive
learning algorithm serve as the foundation for the clin-
ical decision support system. The evaluation findings
demonstrated that inductive learning performed better
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than the Apriori algorithm. Syed ThouheedAhmd et al.
[20] suggested a Real-Time Signal Re-Generator and
Validator method based on neural networking and
machine learning. The primary goal of the suggested
design is to obtain a higher order of signal optimiza-
tion for secure and reliable telemedicine consultation of
biological samples via low line transmission channels.
The RTSRV method has considered feature extraction
and layered decomposition of a signal. The features
are grouped using the KNN method to categorize each
attribute based on the frequency with which it occurs
within a certain time span. The suggested algorithm
has a higher rate of accuracy. However, the effective-
ness of the device is dependent on the signal quality.
R. Sandhiya andM. Sundarambal [21] created an effec-
tive clustering approach for biomedical documents and
health data based on chicken swarm optimization with
dynamic dimension reduction to support telemedicine
applications. The data are initially preprocessed using
concept mapping and semantic annotation, which
increase document representation, frequency, and
inverse gravity moment factor, and the modified n-
gram, which rectifies for substitution and deletion
errors. The outcomes of the experiments demonstrated
that the proposed methodology can be very effective
in telemedicine applications and remote monitoring
of medical treatment. The benefits of the suggested
model include a reduction in time complexity, accu-
rate clustering findings regardless of dataset rescaling
or normalization, and independence from document
order. The proposed system is sensitive to localiza-
tion. Jesus Peral et al. [22] To enhance the telemedicine
system’s triage process for patients who live distant
from hospitals and utilize it, taking into account the
patients’ diverse chronic conditions, such as diabetes,
hypertension, hypotension, and chronic heart disease
[26]. Utilizing AI and ML algorithms based on speech
records, handwriting patterns, impairments in gait, and
neuroimaging methods to identify Parkinson’s disease
(PD) early. The paper also discusses how the Internet
of Things, the metaverse, and electronic health records
may be used to manage Parkinson’s disease (PD) more
effectively and enhance quality of life [27]. The pro-
cess involves producing highly informative features
called Feature Engineering (FE). We used the Pima
Indian Diabetes Dataset (PIDD) to experiment with
and examine the effectiveness of ML models’ ability to
predict diabetes [28]. A smartphone-integrated, low-
cost, and high-quality metadata production method
for chronic wound picture collecting at the patient’s
side is also available. This approach facilitates seamless
remote patient-doctor interaction and end-to-end rou-
tine diagnostics, as well as the maintenance of patient
histories [29]. To improve the system’s overall perfor-
mance, create a TWM system model that can gather,
process, and monitor chronic wound-related issues uti-
lizing a cheap smartphone [30].

Sensor networks in telemedicine systems for vari-
ous patient monitoring scenarios. The integration of
current and upcoming advancements in communi-
cations with advancements in microelectronics and
embedded system technologies will significantly influ-
ence the development of patient monitoring and health
information delivery systems [29].

In order to combine data from several heteroge-
neous sources, an ontology-oriented architecture was
developed, with a core ontology serving as the knowl-
edge base. The strategy has been used in the area
of personalized medicine. AI techniques have been
employedwith the goal of datamining in the healthcare
industry to uncover information buried in diverse data
sources. The viability of the suggested approach has
been demonstrated using a case study using the diabetic
situation. The method enables the doctor to enhance
the DM guidelines by incorporating the knowledge
acquired from specializedWeb documents. The system
is less flexible and more complicated.

Some of the limitations of the existing methods are
discussed below. Bothmultiple regressions and the arti-
ficial neural network (ANN) approach require high-
quality data to produce accurate and reliable results.
Inaccurate or noisy data can hinder their effectiveness.
Furthermore, scalability is limited, and handling large
datasets can be time-consuming as distances need to
be computed between test and training data for each
test case. Additionally, privacy concerns arise, risking
the compromise or exposure of patient data. Modifica-
tions to the first document can also negatively impact
performance. Standardization and overall synchroniza-
tion scheduling pose challenges, while the inability to
handle unstructured data and bias in the data can lead
to inaccurate predictions. The sensitivity to initial con-
ditions further affects outcomes, and the rendering
methods employed can influence the results of the ML
algorithms. Considering these factors, it becomes evi-
dent that addressing data quality, scalability, privacy
concerns, synchronization, unstructured data, and bias
is crucial for effective utilization of multiple regression
and ANN techniques.

3. Materials andmethods

The collection of datasets was the initial stage in
the proposed work. It is followed by pre-processing.
The prediction method was carried out using the
preprocessed data. The prediction approach made use
of LSTM. Finally, the prediction performance was ana-
lyzed and compared with existing methods. The basic
framework for the suggested system is displayed in
Figure 3.

3.1. Data collection and data preparation

In a telemedicine system, patient data can be col-
lected through various methods to facilitate remote
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Figure 3. Block diagram of the proposed methodology.

Figure 4. Sample data for dataset.

healthcare delivery. Integration with electronic health
record systems enables telemedicine platforms to access
and retrieve existing patient data from the EHRs. This
includes past medical records, test results, prescrip-
tion history, and other relevant healthcare informa-
tion. The multiple disease prediction dataset [23] was
collected from the repository of the YBI Foundation.

The collected dataset consists of 4920 rows and 133
columns. The first 132 columns in the dataset repre-
sents different symptoms of various diseases like itch-
ing, skin rashes, sneezing etc. The last columnof dataset
represents prognosis type. The sample data of dataset
are depicted in Figure 4. The sample data of dataset
contains values of 0 and 1.
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Figure 5. Correlation between attributes in dataset.

Figure 6. Descriptive statistics of dataset.

3.2. Data preprocessing and data splitting

The data is pre-processed after various records have
been gathered. The data contain missing values, out-
liers, duplicate entries, or inconsistent formatting. Data
preprocessing allows for identifying and handling these
issues, ensuring data integrity and improving the qual-
ity of the dataset. It enables scaling or normalization of
features, bringing them to a common scale and facil-
itating fair comparisons between variables. To main-
tain data quality and rectify any gaps or inconsistencies
in the dataset, it is crucial to check for missing val-
ues during the data preprocessing process. Any data
that is missing a value indicates that the event did not
occur, the data were unavailable, or the data were not
applicable. Select the most effective approach based on
the quantity and pattern of missing values. There are

several options, such as eliminating rows or columns
with missing values, imputing missing values using
methods like mean, median, or regression imputation,
or utilizing sophisticated imputation algorithms like K-
nearest neighbours (KNN)ormultiple imputation. This
dataset doesn’t contain any missing values. Therefore,
data cleaning is not required.

A statistical tool for quantifying the connection
between two variables is correlation. It is employed to
evaluate the significance and direction of the linear
relationship between the variables. Correlation analy-
sis can assist in identifying highly correlated variables.
If two variables are strongly correlated, it indicates that
they carry similar information, and including both in
a predictive model may lead to redundancy. In such
cases, one of the variables can be removed during
feature selection to simplify the model and reduce
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dimensionality. The correlation between all columns in
the dataset are visualized in Figure 5.

A direct or positive association between two vari-
ables is indicated by a positive correlation coefficient.
The other variable tends to rise along with the first one
as it rises. An inverse or negative association between
two variables is indicated by a negative correlation
coefficient. The other variable usually tends to decrease
when one variable rises.

ExploratoryData Analysis (EDA) is a crucial stage in
the data analysis process. In order to properlymodel the
data, it is necessary to first examine and comprehend
its features, patterns, and correlations. EDA helps in
identifying insights, detecting anomalies, and formulat-
ing hypotheses. The commonly used EDA techniques
are descriptive statistics, data visualization etc. The
descriptive statistics of the dataset is given in Figure 6.
Descriptive statistics provide concise summaries of the
data. Measures such as mean, median, mode, and stan-
dard deviation give a sense of the central tendency,
variability, and distribution of the data. Summarizing
the data in this way helps in quickly grasping its overall
behaviour and characteristics.

Data visualization is a powerful tool for explor-
ing and communicating insights from a dataset. It
allows to visually represent the data in a way that
makes patterns, trends, and relationships more appar-
ent. Heatmap is a commonly used data visualization
technique. Heatmaps use colour gradients to repre-
sent the magnitude of values in a matrix or two-
dimensional dataset. They are particularly useful for
visualizing correlations or patterns in large datasets.
The heatmap visualization of the dataset is represented
in Figure 7. Histograms are also a powerful tool for
data visualization. Histograms display the distribution
of a single continuous variable. The height of each bar
shows the number of data points lying within each bin,
while the width of each bar represents the variable’s
range. Histograms help in effectively summarizing and
communicating complex data distributions, making
them an essential tool in data analysis and visualiza-
tion. Figure 8 represents the histogram visualization
of dataset.

The dataset undergoes data splitting after prepro-
cessing the data. It is possible to separate the pre-
processed data into training and testing sets. In this
case, 70% of the data was used for training while the
remaining 30% for testing. The model is trained by
exposing it to labelled or known data in the training
set. The testing set offers an objective assessment of the
model’s effectiveness on unobserved data.

3.3. Long short termmemory (LSTM) formultiple
disease prediction

A type of Artificial Neural Network which follows the
concept of time series or sequential data is known as a

RecurrentNeuralNetwork. It uses training data to learn
the same like CNNs and feedforward networks. RNNs
are peculiar for their memory. The web can copy the
information fromprevious inputs and influence current
input and output. In CNN, input and output variables
are independent of each other. Depending on the pre-
vious element, the output is decided in RNN. There
are two types of sequence. One is unidirectional, and
another one is bidirectional. It can predict the output
while running the current task.

A standard Recurrent Neural Network is a feed-
forward neural network with no time independency.
Short-term memory is provided for the hidden nodes
connected to each other. From the last time point, some
data will be stored for a short duration. As the network
is training continuously, the predicted data may be
erased, leading to a very short memory. Backpropaga-
tion learning through many hidden layers becomes the
solution for the vanishing gradient problem. The acti-
vation function is continuouslymultipliedwith an error
signal. In backpropagation, limited time is allotted for
memory to store. Thus, long-term memory is avoided.
RNN can process a sequence of data that comes in the
temporal form, whereas CNN cannot interpret tem-
poral information. Thus, CNN and RNN are used for
entirely different applications. Reusing activation func-
tions in RNN to generate the sequence, whereas CNN
has filters.

One of the artificial neural networks of RNN is a
Long and short-term memory neural network that is
mainly used in deep learning [24]. In sequence pre-
diction problems, it can learn order dependencies. As
it can solve complex problems, it is a peculiar type of
RNN that handles long-term dependencies. LSTM has
feedback connections. It finds applications where the
order of input is an important factor. In Deep RNN,
many variations were developed to solve the vanishing
and exploding gradients problem. Among them, one
special network is LSTM. The introduction of distinct
activation functions for each Gate allows the long-
and short-term memory to forget irrelevant informa-
tion and attempt to remember the past knowledge via
which the network comes into contact. Additionally, it
includes a vector called internal cell state, which serves
as a practical description of the data that the previous
unit had kept. The general architecture of LSTM shown
in Figure 9.

LSTMmaintains four different gates. They are:

• Forget Gate (f)
• Input Gate (i)
• Input Modulation Gate(g)
• Output Gate(o)

The Forget Gate defines how much past data can be
forgotten. The amount of data to be written onto the
internal cell gate is determined by the input gate. The
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Figure 7. Heatmap visualization of dataset.

information is made zero mean by adding non-linear
data with input data and is modulated by the input
modulation gate and written onto the internal cell state.
As zero-mean input converges, faster learning time is
reduced. This Gate is treated as fineness providing con-
cept even the involvement of these gates is very less.
This modulation gate is hence frequently regarded as
a component of the input gate. The output gate decides
what output will be produced from the current inter-
nal state of the cell. In LSTM, the internal cell state

is forwarded along with the hidden state. The mathe-
matical algorithm that describes the forward pass of an
LSTM network is explained below.

The proposed multiple disease prediction model
consists of two LSTM layers. The first LSTM layer has
128 units. The first LSTM layer receives input sequences
of length 132 and returns sequences as output. The
second LSTM layer has 64 units. The second LSTM
layer receives the output sequences from the first layer
and returns a single output. A dropout layer is inserted



772 D. R. UNNITHAN AND J. R. JEBA

between the LSTM layers. Dropout serves as a regular-
ization technique by preventing the model from rely-
ing too heavily on any specific feature or combination
of features during training. It helps reduce overfitting
by introducing randomness and forcing the network
to learn more robust and generalized representations.
Finally, a dense layer with sigmoid activation is added,
producing the final output with 41 units. The dense
layer is a fully connected layer where each input unit
is connected to every output unit. The model summary
of the proposed model is tabulated in Table 1.

The model architecture is shown in Figure 10.

3.4. Real-time interactive system

A real-time interactive telemedicine system is a
technology-enabled platform that allows healthcare
providers and patients to connect and communi-
cate remotely in real-time for medical consultations,
diagnosis, treatment, and monitoring. It leverages

Table 1. Model summary.

Total parameters 118,633
Trainable Parameters 118,633
Non- trainable Parameters 0

telecommunication tools and digital technologies to
bridge the gap between patients and healthcare profes-
sionals, enabling access to healthcare services regard-
less of physical location. The system should support
high-quality video and audio communication between
healthcare providers and patients in real-time. It allows
for face-to-face interaction, visual examination, and
discussion of medical concerns, providing a more per-
sonalized and interactive experience.

4. Results and discussion

4.1. Hardware and software setup

The proposed model was executed after the dataset has
been prepared. The acquired dataset can be split into
two sets: training set (70%) and test set (30%). The
model was built, trained, and tested on Google Collab-
oratory using LSTM, and the entire process was carried
out using Python and TensorFlow. The Adam opti-
mization method was used for prediction. The model
performed.

20 epochs of training with a batch size of 50. The
hyperparameters utilized for this work is tabulated
below (Table 2).
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Figure 8. Histogram visualization of dataset.

Table 2. Hyperparameters.

Loss Categorical crossentropy
Optimizer Adam
Activation Function Sigmoid
Batch Size 50
Number of Epochs 20

4.2. Experimental results

The performance of a model is often assessed using the
metrics of accuracy and loss. A measure of accuracy

is the percentage of instances that were correctly pre-
dicted out of all the instances in the dataset. The
accuracy is determined by dividing the number of right
predictions by the total number of predictions. An over-
all evaluation of the model’s performance in terms of
accurate prediction is provided by accuracy. However,
it occasionally can be deceptive, particularly when the
dataset is imbalanced, which means that some classes
have a disproportionately large number of instances
compared to other classes. In such situations, accuracy



774 D. R. UNNITHAN AND J. R. JEBA

Figure 9. Architecture of LSTM.

Figure 10. Architecture of proposed model.

may not give a complete picture of the model’s perfor-
mance. The difference between the model’s predicted
outputs and the actual targets is measured by loss,
which is sometimes referred to as the cost or objec-
tive function. The objective of training is to reduce this
loss function. Depending on the kind of issue being
resolved, a particular loss function may be employed
such as mean squared error or cross-entropy loss. In

order to evaluate and enhance a model’s performance,
it is essential to consider both accuracy and loss. The
proposed model got an accuracy of 98.51% and loss of
0.0842.

The accuracy plot of a model is significant as it
provides valuable insights into the performance and
learning progression of the model during training. The
accuracy plot allows you to visually assess how well the
model is learning from the training data. It shows
the trend of accuracy improvement over epochs or
iterations. A rising accuracy curve indicates that the
model is effectively learning and making more accu-
rate predictions over time. The accuracy plot helps
determine whether the model has converged or not.
The accuracy plot can indicate if the model is over
fitting or underfitting the training data. When the
model gets highly specialized to the training data and
performs poorly on unobserved data, over fitting has
taken place. On the other side, under fitting happens
when the model fails to capture the underlying pat-
terns in the data, leading to low accuracy overall. The
model architecture or hyper parameters may need to
be adjusted as a result of these problems. The per-
formance of a model during training is significantly
illustrated by the accuracy plot. It aids in measuring
performance, gauging convergence, spotting over- or
under fitting, contrasting models, directing optimiza-
tion, and clearly articulating the model’s development.
The accuracy plot of the proposed model is illustrated
in Figure 11.

The loss plot is a crucial tool in deep learning
for monitoring model optimization, detecting over-
fitting or underfitting, guiding early stopping deci-
sions, tuning hyperparameters, comparingmodels, and
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Figure 11. Accuracy plot of proposed model.

Figure 12. Loss plot of proposed model.

effectively communicating the training process. It aids
in understanding the behaviour and performance of the
model during training and facilitates the improvement
of model accuracy and generalization. The loss plot is a
significant visualization tool in deep learning that pro-
vides valuable insights into the training process and the
performance of amodel. The loss plot helpsmonitor the
optimization process during training. The loss function
measures the discrepancy between predicted and actual
values. By observing the loss plot, you can determine
whether the model is converging or if further training
is necessary. A decreasing loss curve indicates that the
model is optimizing and learning from the data. The
loss plot provides a concise summary of the model’s

optimization trajectory and can support discussions,
decision-making, and reporting. The loss plot of the
proposed model is visualized in Figure 12. Finally, the
proposed model predicts various diseases based on the
given input. Table 3 represents some of the obtained
prediction outputs.

The obtained prediction results are accessed by the
healthcare providers. The real-time interactive sys-
tem provides an effective communication between the
patients and healthcare providers for diagnosis and
treatment planning. It allows patients to receive quality
healthcare services without the need to travel long-
distances, saving time, costs, and inconvenience asso-
ciated with transportation.
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Table 3. Obtained prediction outputs.

Input data Predicted disease

[1,1,10,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]

Fungal Infection

[0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,1,0,0,1,0,0,0,0,0,0,0,0,0,0,0
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]

AIDS

[1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,1
1,0,0,0,1,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]

Chronic Cholestasis

[0,0,0,0,0,0,0,1,1,1,0,1,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]

GRED

[1,1,0,0,0,0,0,1,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]

Drug Reaction

[0,0,0,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]

Allergy

[0,0,0,0,0,1,0,0,0,0,0,1,0,0,0,0,0,0,0,0,1,0,0,1,0,0,1,0,0,1
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]

Malaria

5. Conclusion

Telemedicine systems hold significant importance in
modern healthcare by revolutionizing the way health-
care services are delivered. It eliminates the need
for long-distance travel by bridging the gap between
patients and healthcare professionals, especially in rural
or underserved areas. This improves healthcare acces-
sibility, especially for individuals who face geographi-
cal or logistical barriers to traditional in-person care.
The real-time interactive telemedicine systems facili-
tate timely diagnosis and treatment, allowing patients
to connect with healthcare professionals promptly. This
immediate access to healthcare services is crucial in
emergency situations and helps expedite medical inter-
ventions, leading to better health outcomes. Data min-
ing techniques play a significant role in telemedicine
systems by extracting valuable insights and knowledge
from large volumes of healthcare data. A multiple dis-
ease prediction model in telemedicine system using
deep learning approachwas proposed in this paper. The
proposed model is evaluated on the multiple disease
dataset. The proposed model achieved better predic-
tion performance with an accuracy of 98.51%. A real-
time interactive system was introduced for upcoming
projects for the purpose of diagnostic and treatment
planning, the system facilitates efficient communica-
tion between patients and healthcare professionals.
Patients can obtain high-quality medical care without
having to go far, which saves money, time, and trouble
related to transportation.
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