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ABSTRACT

An intriguing area in the IP (image processing) is the recovery of noisy photographs from the
noise caused by the salt and pepper. As the mistake rate rises and the image format varies, the
issue with the current task does not go away. In this study, Salt and Pepper Denoising, Hybrid
Balancing Composite motion Optimization with Adaptive Switching Modified Decision based
Unsymmetric Trimmed Median Filter and Forensics-Based Investigation Algorithm is proposed
(R-SPN-ASMD-UTMF-Hyb-BCO-FBIA). Initially, the input images are obtained from boat-types-
recognition dataset, cat-breeds-dataset, cars-image-dataset, butterfly-images 40-species dataset
and birds-200 dataset. The images are pre-processed through an ASMD-UTMF filter. ASMD-UTMF
does not expose any adoption of optimization systems to calculate the optimal parameters.
Therefore, the proposed Hyb-BCO-FBIA is employed for optimizing the ASMD-UTMF weight
parameters. The suggested system is implemented on MATLAB and the assessment metrics as
Mean Square Error (MSE), Structural similarity index measurement (SSIM), Peak signal to noise
ratio (PSNR), Normalized cross-correlation (NC), Image Enhancement Factor (IEF), Mean Square
Error (MSE) are analysed. The proposed method attains higher PSNR, NC related with other SOTA
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(State-Of-The Art) methods.

1. Introduction

In the digital world, a general difficulty is that images
with noise are degraded during transmitting, receiving
and storage periods. There are several noises acquired
in the images particularly SPN (Salt and Pepper Noise),
which alters grey values and affects the pixels of the
images so it does not show the grey values to the nearby
locality [1]. These noises are caused due to the error
that occurs in the transmission channel or noisy sen-
sors. Generally, the SPN is reduced through their high
energy and small duration of impulse noise [2]. There
are several approaches employed for removing the SPN
from the pictures. There are two main techniques in the
removal of noise. One is a linear filter and the other is
a non-linear filter. A linear filter (LF) is used for blur-
ring the images and a non-linear filter (NLF) is used to
remove the noise [3]. A small amount of noisy pixels
is replaced through the median value at a low density
of noise but it fails to replace with a higher density of
noise because it needs a larger window size to degrade
the noise. Hence the correlation between the replaced
and noisy median values is less compared to the low
density of pixels. In this technique, the corrupted pixels
are replaced with the median pixel values of a filtering
window, which finds out the nearby locality of pixels

by keeping the filtering window size fixed to calculate
a median intensity level for replacing the pixel value.
Image noise removal has been taken as a significant task
in image processing. During the pre-processing stage
in the IP, image denoising may look after edges, tex-
tures, and other image details [4]. SAP noise generally
exists on natural images, and pixels contaminated by
SAP noise take the maximal or minimal value that may
be denoted from black or white points.

To eliminate Salt-and-Pepper noise, many compu-
tational systems have been presented. These filtering
techniques may restore image detail well at low noise
intensity, but execute poorly at high noise intensity. As
a result, the earlier strategies raised the rate of mistakes
and failed to achieve sufficient efficiency by remov-
ing salt and pepper noise in the original image, which
motivated us to carry out this work.

In this manuscript, the removal of salt and pepper
noise with ASMD-UTMF optimized with hybrid bal-
ancing composite motion optimization and a forensic-
based investigation algorithm is proposed. Initially,
the input images are taken from the boat-types-
recognition dataset, cat-breeds-dataset, cars-image-
dataset, butterfly-images40-species dataset and birds-
200 dataset. The images received from the data centre
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contain an excess of salt and pepper noise, hence it is
filtered using the ASMD-UTMF filter. Generally, the
ASMD-UTMEF filter is unable to expose any adoption
of optimization systems for computing the optimal
parameters for decreasing the SPN inside the filtered
image. Therefore, proposed Hyb-BCO-FBIA to opti-
mize the weight parameters of the ASMD-UTME The
important contribution of this manuscript is summa-
rized below,

e In this manuscript, the removal of salt and pep-
per noise with ASMD-UTMF optimized with hybrid
balancing composite motion optimization and a
forensic-based investigation algorithm is proposed
(RSP-ASMD-UTMF-Hyb-BCO-FBIA).

e Initially, the input images are taken from the boat-
types-recognition dataset, cat-breeds-dataset, cars-
image-dataset, butterfly-images40-species dataset
and birds-200 dataset.

e The images received from the data centre contain an
excess of SPN, and hence it is pre-processed using
ASMD-UTME [5].

e Therefore, the proposed hybrid balancing composite
motion optimization [6] and forensic-based investi-
gation algorithm [7] (Hyb-BCO-FBIA) was utilized
to optimize the weight parameters of the ASMD-
UTME

e The suggested system is implemented on MATLAB
and assessment metrics such as PSNR, SSIM and
NC, MSE, and IEF are analysed.

e In terms of de-noising images in the SPN using
hybrid filters, fuzzy logic noise detectors, and
genetic optimization algorithms (RSPN-HFGOA,
RSPN-ANFIS, RSPN-APCNN-GWO, and RSPN-
DB-ATMWME, respectively), the effectiveness of
the suggested RSP-ASMD-UTME-Hyb-BCO-FBIA
method is compared to the current systems.

The remaining manuscript has been designed to be.
The literature review is presented in Section 2, the
proposed methodology is presented in Section 3, the
results and discussions are provided in Section 4, and
the manuscript is concluded in Section 5.

2. Related works

This section evaluated some of the most recent studies
conducted on the reduction of SPN.

Senthilselvi et al. [8] have presented an Adaptive
Neuro-Fuzzy System (ANFIS) on top of a Fuzzy Infer-
ence System (FIS) with an optimization algorithm to
denoise images from SPN. The suggested network is
utilized to get dissimilar patterns of noisy pixels. It pro-
vides a higher PSNR with a lower image enhancement
factor.

Kiruban et al. [9] have presented the removal of
SPN with an optimized Adaptive Pulse-Coupled Neural
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Network (APCNN) under the Shearlet Transform (ST)
domain. At the ST domain, PCNN improves the deli-
cacy of imageries under low and high recurrence sub-
bands. The high and low recurrence enhanced sub-
bands were used for inverse ST to obtain enhanced
images. It provides improved PSNR value with minimal
SSIM.

Christo et al. [10] have presented a decision that
depends on an asymmetrically trimmed modified win-
sorized MF for the removal of SPNon images. The pre-
sented filter originally classifies pixels as noisy and non-
noisy with an asymmetrically clipped modified win-
sorized median, leaving the non-noisy pixels. Extensive
analyses were performed on a standard image database
and the performance of the suggested filter was assessed
in quantitative and qualitative terms. It provides a lower
image enhancement factor with a higher PSNR value.

Sharma et al. [11] have presented an iterative multi-
layer decision-based filter to remove SPN. In this case,
efficient decisions depend on the noise density of the
image utilized. A fixed-size window was utilized at
every step to preserve maximal correlation all over the
filtering process. The pre-edge and post-aliasing pro-
cessing was also featured to improve image quality. It
provides high reverse noise density with lower PSNR
values.

Zhang et al. [12] have presented a non-local adap-
tive mean filter (NAMF) to remove salt and pepper
noise. The noisy pixel was then replaced through the
combination of their neighbouring pixels, and lastly, a
non-local mean filter depends on salt and pepper noise
was utilized to recreate the intensity values of the noisy
pixels. It does not provide better performance based
on the feature for restoring imageries at the entire SAP
noise levels, but it does provide a high PSNR value.

3. Proposed methodology

In this manuscript, the elimination of SPN with ASMD-
UTMF optimized with hybrid balancing composite
motion optimization and a forensic-based investigation
algorithm is suggested. The block diagram of the sug-
gested RSPN-ASMD-UTME-Hyb-BCO-FBIA method
is given in Figure 1. The comprehensive discussion
about the removal of salt and pepper noise with ASMD-
UTMF optimized with Hyb-BCO-FBIA algorithm is
given below,

3.1. Image acquisition

Initially, the input images like boat-ocean-sea-water-
sunset, boat-sea-inflatable-boat-coast, and ferry-cargo-
ship-carrier-the-barge-venic are taken from the boat-
types-recognition dataset. Cat-image-Domestic Long
Hair, cat-image-Maine Coon and cat-image-Siberian
are taken from the cat-breeds-dataset. Car-road-Audi,
img-road-Hyundai Creta, img-road-Toyota Innova are
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Figure 1. Block diagram of proposed RSPN-ASMD-UTMF-Hyb-BCO-FBIA method.

from cars-image-dataset. Butterfly-plant-img-ATALA,
butterfly-plant-img-RED CRACKER, butterfly-plant-
img-ORANGE TIP are taken from butterfly-images40-
species dataset and girl-people-landscape-sun, Yellow-
bellied-Flycatcher and bird-photo-Flamingo are taken
from birds-200 dataset.

3.2. Preprocessing with adaptive switching
modified decision-based unsymmetric trimmed
median filter

The input images contain an excess of SPNs, in order
to eliminate noises as input images and to increase the
quality of the image ASMD-UTMEF is proposed. The
noisy detection process can be done with the iden-
tification of Local Intensity Fluctuation (LIF) of salt
and pepper noise (SPN). It shows their structure as
extensively darker, extensively brighter, single or iso-
lated dots contrast with other nearby pixels and hence
the corrupted pixels are considered as intensity func-
tion of local extrema (LIE). If the pixels are brighter
than their nearby pixels which are said to be a Local
Intensity Maxima (LIMmax) or else if the pixels are
darker than their nearby pixels which are said to be

a Local Intensity Minima (LIMp;y). Initially, it looks
for LIE for the purpose of deciding whether the pixels
of images are uncorrupted or corrupted. The explo-
ration process is defined by the square window because
it passes through pixel by pixel in the image. Every win-
dow LIMpax and LIMpiy intensity location are defined
and marked by local extrema map for enhancing the
corresponding values. For instance, the size of the win-
dow is considered as n x n pixels, all pixels in the win-
dow are regarded as LIE of #2 times and the values of
extrema on the map are assumed as “the strength of the
extremum”. The number of times the pixel was iden-
tified as an extremum in the selected neighbourhood
when the extremum is stronger. The pixel is considered
a noisy pixel when n2 number of times it appears in the
local extremum window. Particularly #2 value identi-
fies and locates the light dot (salt noise) in the maxima
map. Similarly, n2 value identifies and locates the dark
dot (pepper noise) in the minima map. To remove high-
density noise as specified input images, all pixels in size
window are built of noisy pixels. The render pixel is
checked whether it is noisy or not. If the value of the
processing pixel is among the minimal “1” and the max-
imal “254”. If the value of the processing pixel is 0 or



255, then it is a noisy pixel that is managed through the
suggested ASMD-UTMF technique.

The appearance of high-density noise on input
images results from 0 or 255 in noisy pixels linked to
pepper and salt types of noise in Equation (1).

S ={0,a,255} (1)

From Equation (1), a € [1, 254] and then the noisy
pixels are recognized depending on Equation (2),

1, ifg? == 0;
Ng® =1 1, ifg?? ==R; (2)
0, ifq”h > = 1&&q“b <=R-1;

where N represents the noisy pixels, R indicates the
maximal grey level, a € [0, Im ageHeight — 1] and b €
[0, Imagewidth — 1]. Based on Equation (2), if Nq“b
pixel is settled with "1’ that pixel is recognized as a
noisy pixels whereas ' 0’ means non-noisy pixel.

A 3 x 3 size window centred through g, is uti-
lized to gather the neighbour elements depending on
Equation (3),

n+1,m+1
W33 = 4a+n,b+m (3)

e[ (Dm()]
welm (a2 o

where the term W33 indicates the 3 x 3 size window,
n represents the index for row indication, m denotes
the e index for column indication and w; represents the
window size.

The noisy pixels count is calculated das window
using Equation (6) as follows:

where

Cn. — CNg == Cget1, if wiy== 0| witli = =2555
Ng = CNq'
(6)
where
ne [0, ws — 1] (7)
m e [0, ws — 1] (8)

where Cy; indicates the noisy pixel count. The pro-
posed ASMD-UTMF depends on the value of a pixel
to be filtered. Hence, the input images with salt
and pepper noise are preprocessed by ASMD-UTME
Therefore, the ASMD-UTMF model has effectively
pre-processed the input noisy image and provides
more accurate images with reduced noises. To get
a more accurate image the weight parameter Ng®
and Cyy of theASMD-UTMF model are optimized
usinghybrid balancing composite motion optimization
and forensic-based investigation algorithm (Hyb-BCO-
FBIA). The hybrid balancing composite motion opti-
mization and forensic-based investigation algorithm
are explained below,
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3.3. Step-wise process of hybrid balancing
composite motion optimization and
forensic-based investigation algorithm for
optimizing hyperparameter of ASMD-UTMF

In this work, hybrid balancing composite motion opti-
mization and forensic-based investigation algorithm
(Hyb-BCO-FBIA) are exploited to enlarge the ASMD-
UTMEF for discovering the optimum parameters. Here,
the Hyb-BCO-FBIA algorithm is utilized for tuning
hyperparameters of ASMD-UTME

Generally, some systems are used for barrier gener-
ation, for instance, grid surveys, manual surveys and
random surveys. Nevertheless, the thesis studies share
their unusual weakness regarding the timing of reitera-
tion. Thus, to overcome this problem, Hyb-BCO-FBIA
is utilized.

Among the population-based optimization tech-
niques are hybrid balancing composite motion optimi-
zation and Forensic-Based Inquiry Algorithm. The
Hyb-BCO-FBIA algorithm is uncomplicated and
devoid of any inherent characteristics. The solution
space’s classification as Cartesian serves as the driv-
ing force behind this. In fact, the candidate solution
moves in close proximity to superior ones in order
to explore the search space and take advantage of
local regions. The highest-ranked person could conse-
quently enhance their current local space or move to
a new space in every era. A mathematical approach
based on random testing is developed to control the
progression characteristics of potential solutions. It
probabilistically balances each person’s investigations
and exploitation searches and combines them into a
composite. Population-seeking capability could be bal-
anced throughout the optimization procedure if each
individual equalizes its exploration with exploitation
capabilities.

Since the Hyb-BCO-FBIA algorithm has an exten-
sive range of control parameters and performs well in
handling complicated problems in high dimensions, it
was chosen for this manuscript. The Hyb-BCO-FBIA
algorithm utilizes the ASMD-UTMF weight parame-
ters Ng® and Cng of theASMD-UTME. For getting
the optimal accurate image, Hyb-BCO-FBIA algorithm
is utilized. The stepwise procedure of Hyb-BCO-FBIA
algorithm is described below.

3.3.1. Step 1:initialization

The population distribution and forensic-based inves-
tigation is initialized uniformly on solution space uti-
lizing the given Equation (9),

Va = )/S + rand(1,d) x (yg —yﬁ) 9)

where yU and yL indicates the lower, and upper bound-
aries of a'” the individual, rand(1, d) indicates d dimen-
sional vector fulfilling uniform distribution at [0, 1]
range.
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Figure 2. Flowchart for Hyb-BCO-FBIA algorithm.

3.3.2. Step 2: random generation

The input parameters are produced randomly after the
process of initialization. Hence, the values of best fit-
ness for each balancing composite motion optimiza-
tion and forensic-based investigation algorithm are
selected based on the explicit hyper-parameter situa-
tion. Figure 2 depicts the flowchart for Hyb-BCO-FBIA
algorithm.

3.3.3. Step 3:fitness function

Generate the random solution through the initialized
values. This solution is calculated and the goal function
indicates the parameter value of optimization, like Ng®
and Cy, parameter and it is given in Equation (10),

Fitnessgunction = Optimization[N q“b and Cyg| (10)

3.3.4. Step 4:determination of instant global point
and best individual to optimize weight parameter
Nqab

In Hyb-BCO-FBIA, the value of objective function
based on the individuals are ranked in every genera-
tion. The Hyb-BCO-FBIA algorithm ranks individuals
according to their objective function value through-
out all generations. The NP ranked individual can be
found at several local optimal locations in the S solution

space. Consider a” individual in S on every generation,
their absolute movement including related motion in
terms of better b ranking (b < aorb = a = 1) with
the transportation motion of b individual depends on
global optimization point as stated in Equation (11),

Ug = Ug/p + Up (11)

where u,/;, represents a'™ individual relative movement
vector depends on b, 1, and u;, indicates the movement
vectors.

3.3.5. Step 5: generation updation

Hyb-BCO-FBIA algorithm will experience fast conver-
gence. Therefore, updated the global optimization point
G(O) in the " generation is expressed in Equation (12)
as follows:

Y60y = ! (12)

The Best individual from the previous generation is
indicated by yifl in Equation (12). Therefore, t stated
in Equation (13) the updated global optimization point
on generation is scaled via the selection amid the prior
best y4 ! depending on its objective function values.

t . t t—1
L[ s D <fOL,
YGo) = { yh otherwise. (13)

where V4 represents the trial individual and is it is com-
puted by utilizing population information of the prior
generation and is expressed in Equation (14) as follows:

v = Vet Vs T Vien (14)

where v, /i and Vi, ;) indicates the pseudo relative

movements of the ktlh individual, k; is randomly cho-
sen at [2, NP] range and v, represents the centre point
of design space [LB, UB], it is exhibited in Equation (15)
as follows:

v = LB+ UB (15)
2
However, the composite vector is replaced to the
design space’s centre point, because the design space
has symmetrical depending on trial position created at
the search space, the probability of feasible detection
G(O) by generations may increase.

3.3.6. Step 6: composite motion of individuals on

solution space to optimize weight parameter Cyq

Here, the a'* individual shift towards or away from
better b including point G(0). The probabilities of
allocating positive, negative signs of u,/p, up in local
as well as global searches are equivalent to balance the
exploration with exploitation capabilities of every indi-
vidual at search space. The movement of global search



up is computed using Equation (16) as follows:

up = B(yc0) — yb) (16)

where B, represents movement distance first-order
derivative is measured using Equation (17) as follows:

Bo = S x duy (17)

From Equation (17), Sg represents the global step
size measuring the b individual movement and du;,
represents the accuracy of image.

3.3.7. Step 7: termination

In termination, the optimum hyper-parameter Ng®
and Cy are selected in ASMD-UTMEF using hybrid bal-
ancing composite motion optimization and forensic-
based investigation algorithm (Hyb-BCO-FBIA) alter-
natively repeat step 3 until the halting criteria y =
y+1 is met. At last, ASMD-UTMF provides the
more accurate denoised image utilizing Hyb-BCO-
FBIA algorithm.

4, Result and discussion

In this section describes the removal of salt and pepper
noise with ASMD-UTMF optimized with hybrid bal-
ancing composite motion optimization and forensic-
based investigation algorithm. Millions of scientists
and engineers utilize the programming and numer-
ical computing platform MATLAB to build models,
design algorithms, and analyse information. The pro-
posed work implementation is carried out by the MAT-
LABR2019b platform. Here, the performance met-
rics like PSNR, IEF, MSE, SSIM, error rate, process-
ing time, MAE and RMSE are analysed. Here the
performance of the proposed is related to existing
systems as de-noising of images as RSPN-HFGOA,
RSPN-ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWMEF respectively.

4.1. Dataset description

The execution of removal of SPN for input images like
boat-ocean-sea-water-sunset,boat-sea-inflatable-boat-
coast, ferry-cargo-ship-carrier-the-barge-venicare
taken from boat-types-recognition dataset. This dataset
is used in a blog post where it trains an image recog-
nition model through TensorFlow to find anything
in images and videos. It contains about 1,500 images
of ships, of several dimensions, but is categorized by
dissimilar sorts: buoy, cruise ship, ferry, cargo ship,
gondola, inflatable boat, kayak, paper boat and sail-
boat [13].

Cat-image-Domestic Long Hair, cat-image-Maine
Coon and cat-image-Siberian are taken from the cat-
breeds-dataset. This dataset contains images represent-
ing 67 dissimilar cat breeds. Over the years, contribute
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additional pictures of rare or minority breeds to this.
Advertisers, not experts, have designated these breeds;
there is a chance of inaccuracy [14].

Car-road-Audi, img-road-Hyundai Creta, img-road-
Toyota Innova are taken from cars-image-dataset. This
dataset consists of various types of cars. The dataset is
organized into 2 folders (train, test) and has subfolders
for each car category. There are 4,165 images (JPG) and
7 classes of cars [15].

Butterfly-plant-img-ATALA, butterfly-plant-img-
RED CRACKER, butterfly-plant-img-ORANGE TIP
are taken from butterfly-images40-species dataset. All
images are 224 x 224 x 3 in jpg format. The train set
has 9285 images partitioned into 75 subdirectories one
for every species. The test set has 375 images parti-
tioned into 75 sub-directories through 5 test images
per species. The valid set has 375 images partitioned
into 750 sub-directories through 5 validation images
per species [16].

Girl-people-landscape-sun, Yellow-bellied-
Flycatcher, bird-photo-Flamingo are taken from birds-
200 dataset. 200 different bird species are represented
in the image dataset (mainly North American). There
are 6,003 bird photos in total, divided into 200 cate-
gories. For every image in the dataset, bounding boxes,
approximate segmentation, and attribute data are also
provided [17].

Figure 3 portrays output images of the removal of
SPN. In this, input images are taken from the boat-
types-recognition dataset, cat-breeds-dataset, cars-
image-dataset, butterfly-images40-species dataset and
birds-200 dataset. These input images contain several
unwanted salt and pepper noises which affect the qual-
ity of the images and then the pictures are pre-processed
for removing SPNs. Finally, it provides a denoised
image.

4.2. Performance metrics

The performance metrics such as PSNR, IEE, MSE,
Structural Similarity Index Measure (SSIM), error rate,
processing time, Mean Absolute Error (MAE) and Root
Mean Square Error (RMSE) are analysed. They are as
follows.

4.2.1. Peak signal-to-noise ratio (PSNR)

PSNR is described as the ratio between signal vari-
ance and reconstruction error. PSNR is expressed in
Equation (18) as follows:

2552

PSNR = 10log,,
]\_1,[ ab (rap — xa,b)z

(18)
where M indicates the total number of image pixels, 7,5
and x,; indicates the levels of g, on restored image
and original noise-free image, correspondingly.
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Figure 3. Output images of removal of salt and pepper noise.

4.2.2. Image enhancement factor (IEF)

The IEF measures the improvement quality of the
denoising performance of an exact system by tak-
ing three parameters original image, noisy image, and
denoised images. The image enhancement factor is cal-
culated using Equation (19) as follows:

IEF = (Za Zb |77(a, b) — x(a’ b)l)Z
(X0 Xy Ir(@b) = x(@ b))°

where x(a,b) represents the original image, r(a,b)
refers restored image and 7 indicates noisy image.

(19)
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4.2.3. Mean squared error (MSE)

MSE is defined as certain kind of average or sum of
the square error among two images. The mean squared
error is estimated using Equation (20) as follows:

N—-1M-1

MSE = — Z D lrap—xapl? (20)

nOmO

4.2.4. Structural similarity index measure (SSIM)
SSIM is calculated using Equation (21) as follows:

SSIM(L, M)



N
_ Cuptmp + C1) Qo mp + C2)
=\ (ufy + 12y + CD (o + 0, + Co)
(21)

Zl =

where L and M denote original noise-free and restored
image, Ib and mb represents image contents at local win-
dow, N indicates number of local windows, 1y, and w,p
indicates mean of Ib and mb respectively, oy, and o,
represents the respective standard deviation,C; and C,
represents the free parameter.

4.2.5. Mean absolute error (MAE)

MAE is described as the maximal absolute value
between the original image and the degraded image.
MAE is calculated using Equation (22) as follows:

1
MAE = — Zh Fab — Xab| (22)
a,

Equation (22), r,p and x,; denotes the pixel values of
the restored image and original image.

4.2.6. Root mean square error (RMSE)
RMSE is described as the square root of mean square
error and is expressed in Equation (23) as follows:

RMSE = +/MSE (23)

4.2.7. Normalized correlation (NC)

NC is a measure of the difference between a denoised
image Wy and an original image W. NC is considered
as using Equation (24) as follows:

NC(W, Wy)
O T WG — WG ) — o]
N W) - P
\/Zf‘il Y [WN G j) — pal?

(24)

where (1 and p, refers mean values of W and Wy
correspondingly, If original and denoised image closely
resemble one another NC &~ 1. In the case wherever
NC = 1, the original and denoised images are equal.

4.3. Performance analysis

Figure 4-12 represents the simulation result of the
removal of salt and pepper noise with ASMD-UTMF
optimized with hybrid balancing composite motion
optimization and forensic-based investigation algori-
thm. Here the performance metrics of PSNR, MSE,
SSIM, MAE, error rate, processing time, Normal-
ized correlation and RMSE are analysed and com-
pared with existing methods like RSPN-HFGOA,
RSPN-ANFIS,RSPN-APCNN-GWO and RSPN-DB-
ATMWME respectively.
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Figure 4 shows the performance analysis of PSNR.
Here the performance of the proposed RSPN-ASMD-
UTMF-Hyb-BCO-FBIA system is related to existing
systems like RSPN-HFGOA, RSPN-ANFIS, RSPN-
APCNN-GWO and RSPN-DB-ATMWME For noise
density of 10%, the proposed RSPN-ASMD-UTME-
Hyb-BCO-FBIA method provides 23.6%, 35.66%,
27.65% and 25.64% higher PSNR compared with
existing methods like RSPN-HFGOA, RSPN-ANFIS,
RSPN-APCNN-GWO and RSPN-DB-ATMWMF
respectively. For noise density of 20%, the pro-
posed RSPN-ASMD-UTME-Hyb-BCO-FBIA method
provides 24.5%, 19.09%, 21.5%, and 24.6% higher
PSNR related with existing systems as RSPN-HFGOA,
RSPN-ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWMEF respectively. For noise density of 30%,
the proposed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA
method provides 18.9%, 23.4%, 17.9%, and 29.8%
higher PSNR related with existing systems as RSPN-
HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO and
RSPN-DB-ATMWMEF respectively. For noise density
0f40%, the proposed RSPN-ASMD-UTME-Hyb-BCO-
FBIA method provides 20.9%, 30.9%, 27.8%, and 13.5%
higher PSNR compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWMEF respectively. For noise den-
sity of 50%, the proposed RSPN-ASMD-UTMF-Hyb-
BCO-FBIA method provides 19.06%, 29.09%,
23.8%, and 20.5% higher PSNR compared with
existing methods like RSPN-HFGOA, RSPN-ANFIS,
RSPN-APCNN-GWO and RSPN-DB-ATMWMF
respectively.

Figure 5 portrays an analysis of the image enhance-
ment factor (IEF). Here the performance of the pro-
posed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA method
is compared with existing methods like RSPN-HFGOA,
RSPN-ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWME For noise density of 10%, the proposed
RSPN-ASMD-UTMF-Hyb-BCO-FBIA method pro-
vides 29%, 19.96%, 24.69%, and 17.9% higher IEF
related with existing systems as RSPN-HFGOA, RSPN-
ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWMEF respectively. For noise density of 20%,
the proposed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA
method provides 28.7%, 18.65%, 23.64% and 18.34%
higher IEF compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWMTF respectively. For noise den-
sity of 30%, the proposed RSPN-ASMD-UTMF-Hyb-
BCO-FBIA method provides 23.5%, 18.6%, 21.9%, and
15.7% higher IEF compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWMTF respectively. For noise den-
sity of 40%, the proposed RSPN-ASMD-UTMF-Hyb-
BCO-FBIA method provides 28.9%, 23.4%, 26.7%, and
22.8% higher IEF compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
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Figure 4. Performance analysis of peak signal-to-noise ratio (PSNR).

and RSPN-DB-ATMWMTF respectively. For noise den-
sity of 50%, the proposed RSPN-ASMD-UTMF-Hyb-
BCO-FBIA method provides 29.8%, 17.8%, 28.79%,
and 24.7% higher IEF compared with existing methods
like RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-
GWO and RSPN-DB-ATMWMEF respectively.

Figure 6 shows a performance analysis of mean
squared error (MSE). Here the performance of the
proposed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA sys-
tem is related to existing systems like RSPN-HFGOA,
RSPN-ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWME. For noise density of 10%, the proposed
RSPN-ASMD-UTMF-Hyb-BCO-FBIA method pro-
vides 25.6%, 19.87%, 13.64%, and 18.7% lower MSE
compared with existing methods like RSPN-HFGOA,
RSPN-ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWMEF respectively. For noise density of 20%,
the proposed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA
method provides 25.7%, 28.5%, 12.8%, and 25.76%
lower MSE compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWMTF respectively. For noise den-
sity of 30%, the proposed RSPN-ASMD-UTMF-Hyb-
BCO-FBIA method provides 24.75%, 23.84%, 20.6%,
and 29.75% lower MSE related with existing systems as
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWMEF respectively. For noise den-
sity of 40%, the proposed RSPN-ASMD-UTMF-Hyb-
BCO-FBIA method provides 29.8%, 14.7%, 18.9%, and
21.5% lower MSE compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWMTF respectively. For noise den-
sity of 50%, the proposed RSPN-ASMD-UTMF-Hyb-
BCO-FBIA method provides 25.6%, 27.8%, 26.7%, and
23.6% lower MSE compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWME respectively.

Figure 7 shows the performance of the Struc-
tural similarity index measure (SSIM). The pro-
posed RSPN-ASMD-UTMF-Hyb-BCO-FBIA method
is compared with existing methods like RSPN-HFGOA,
RSPN-ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWME. For noise density of 10%, the proposed
RSPN-ASMD-UTMF-Hyb-BCO-FBIA method pro-
vides 33.34%, 32.74%, 22.46%, and 38.46% higher SSIM
compared with existing methods like RSPN-HFGOA,
RSPN-ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWMEF respectively. For noise density of 20%,
the proposed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA
method provides 27.48%, 32.53%, 22.94% and 30.83%
higher SSIM compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO,
RSPN-DB-ATMWMEF respectively. For noise density
0f 30%, the proposed RSPN-ASMD-UTMF-Hyb-BCO-
FBIA method provides 19.54%, 12.63%, 27.37%, and
28.36% higher SSIM compared with existing methods
like RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-
GWO and RSPN-DB-ATMWMF respectively. For
noise density of 40%, the proposed RSPN-ASMD-
UTME-Hyb-BCO-FBIA method provides 14.85%,
22.85%, 28.46%, and 35.82% higher SSIM com-
pared with existing methods like RSPN-HFGOA,
RSPN-ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWMEF respectively. For noise density 50%, the pro-
posed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA method
provides 18.03%, 28.64%, 30.72%, and 33.74% higher
SSIM compared with existing methods like RSPN-
HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO and
RSPN-DB-ATMWME respectively.

Figure 8 shows the performance analysis of mean
absolute error (MAE). The proposed RSPN-ASMD-
UTMF-Hyb-BCO-FBIA method is compared with
existing methods like RSPN-HFGOA, RSPN-ANFIS,
RSPN-APCNN-GWO and RSPN-DB-ATMWME. For



AUTOMATIKA (&) 861

900 -
RSPN-HFGOA
800
7007 RSPN-ANFIS
600
z
G RSPN-APCNN-
- GWO
<9
=] 400
300 1 RSPN-DB-
ATMWMF
200 +
100 B RSPN-ASMD-
UTMF-Hyb-
0 . : : , BCO-
10 20 30 40 50 FBIA (proposed)
Noise Density (%)
Figure 5. Performance analysis of image enhancement factor (IEF).
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Figure 6. Performance analysis of mean squared error (MSE).

noise density of 10%, the proposed RSPN-ASMD-
UTMEF-Hyb-BCO-FBIA method provides 25.93%,
28.94%, 20.83%, and 33.02% lower MAE compared
with existing methods like RSPN-HFGOA, RSPN-
ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWMEF respectively. For noise density of 20%,
the proposed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA
method provides 35.74%, 26.73%, 27.83% and 19.82%
lower MAE compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO,
RSPN-DB-ATMWMEF respectively. For noise density
0f 30%, the proposed RSPN-ASMD-UTMEF-Hyb-BCO-
FBIA method provides 21.83%, 26.83%, 36.48%, and
11.93% lower MAE compared with existing methods

like RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-
GWO and RSPN-DB-ATMWMF respectively. For
noise density of 40%, the proposed RSPN-ASMD-
UTMF-Hyb-BCO-FBIA method provides 28.43%,
28.46%, 39.56%, and 28.56% lower MAE compared
with existing methods like RSPN-HFGOA, RSPN-
ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWMEF respectively. For noise density of 50%,
the proposed RSPN-ASMD-UTMF-Hyb-BCO-FBIA

method provides 15.86%, 22.94%, 14.86%, and
17.35% lower MAE compared with existing
methods  like  RSPN-HFGOA, RSPN-ANFIS,

RSPN-APCNN-GWO and RSPN-DB-ATMWMF

respectively.
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Figure 7. Performance analysis of structural similarity index measure (SSIM).
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Figure 8. Performance analysis of mean absolute error (MAE).

Figure 9 shows an analysis of the error rate.
Here the performance of the proposed RSPN-ASMD-
UTMEF-Hyb-BCO-FBIA method is related to exist-
ing systems as RSPN-HFGOA, RSPN-ANFIS, RSPN-
APCNN-GWO and RSPN-DB-ATMWME. For noise
density of 10%, the proposed RSPN-ASMD-UTME-
Hyb-BCO-FBIA method provides 21.84%, 23.94%,
18.74%, and 32.84% lower error rates compared with
existing methods like RSPN-HFGOA, RSPN-ANFIS,
RSPN-APCNN-GWO and RSPN-DB-ATMWMEF
respectively. For noise density of 20%, the pro-
posed RSPN-ASMD-UTMF-Hyb-BCO-FBIA method
provides 32.94%, 21.84%, 20.84% and 14.73% lower
error rates compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWMEF respectively. For noise den-
sity of 30%, the proposed RSPN-ASMD-UTMEF-Hyb-
BCO-FBIA method provides 19.73%, 13.84%, 28.47%,

and 24.75% lower error rates compared with existing
methods like RSPN-HFGOA, RSPN-ANFIS, RSPN-
APCNN-GWO and RSPN-DB-ATMWME respectively.
For noise density of 40%, the proposed RSPN-ASMD-
UTMF-Hyb-BCO-FBIA method provides 23.84%,
11.83%, 27.58%, and 21.95% lower error rates com-
pared with existing methods like RSPN-HFGOA,
RSPN-ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWMEF respectively. For noise density of 50%,
the proposed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA
method provides 28.39%, 17.04%, 18.46%, and 19.35%
lower error rates compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWMEF correspondingly.

Figure 10 portrays the performance analysis of
processing time. Here the performance of the pro-
posed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA system
is related to existing systems as RSPN-HFGOA,
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Figure 9. Analysis of error rate.
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Figure 11. Performance analysis of normalized correlation (NC).
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Figure 12. Performance analysis of root mean square error (RMSE).

RSPN-ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWME. For noise density of 10%, the proposed
RSPN-ASMD-UTMF-Hyb-BCO-FBIA method pro-
vides 18.46%, 12.64%, 16.48%, and 34.85% lower pro-
cessing time compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWMEF respectively. For noise den-
sity of 20%, the proposed RSPN-ASMD-UTMF-Hyb-
BCO-FBIA method provides 35.84%, 29.85%, 27.46%
and 17.46% lower processing time compared with
existing methods like RSPN-HFGOA, RSPN-ANFIS,
RSPN-APCNN-GWO and RSPN-DB-ATMWMEF
respectively. For noise density of 30%, the pro-
posed RSPN-ASMD-UTMF-Hyb-BCO-FBIA method
provides 15.78%, 16.97%, 28.56%, and 22.84% lower
processing time compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWMEF respectively. For noise den-
sity of 40%, the proposed RSPN-ASMD-UTMF-Hyb-
BCO-FBIA method provides 18.45%, 16.94%, 31.85%
and 36.48% lower processing time compared with
existing methods like RSPN-HFGOA, RSPN-ANFIS,
RSPN-APCNN-GWO and RSPN-DB-ATMWMEF
respectively. For noise density of 50%, the pro-
posed RSPN-ASMD-UTMF-Hyb-BCO-FBIA method
provides 26.85%, 15.38%, 12.56% and 24.69% lower
processing time compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWMEF respectively.

Figure 11 shows the performance analysis of Nor-
malized Correlation (NC). Here the performance of
the proposed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA
method is compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO
and RSPN-DB-ATMWME. For noise density of 10%,

the proposed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA
method provides 42.3%, 33.6%, 52.7% and 44.6%higher
NC related with existing systems as RSPN-HFGOA,
RSPN-ANFIS, RSPN-APCNN-GWO, RSPN-DB-
ATMWMEF respectively. For noise density of 20%,
the proposed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA
method provides 25.9%, 47.7%, 49.8%, and 68.2%
higher NC compared with existing systems as RSPN-
HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO, RSPN-
DB-ATMWMEF respectively. For noise density of 30%,
the proposed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA
method provides 14.64%, 23.11%, 25.34%, and 18.81%
higher NC compared with existing methods like RSPN-
HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO and
RSPN-DB-ATMWMEF respectively. For noise density
0f40%, the proposed RSPN-ASMD-UTMF-Hyb-BCO-
FBIA method provides 61.818%, 64.11%, 40.93% and
21.16%higher NC compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO,
RSPN-DB-ATMWMEF respectively. For noise density
of 50%, the proposed RSPN-ASMD-UTMF-Hyb-BCO-
FBIA method provides 41.23%, 67.62%, 47.22% and
19.17% higher NC compared with existing methods like
RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO,
RSPN-DB-ATMWME respectively.

Figure 12 shows the performance analysis of root
mean square error (RMSE). The proposed RSPN-
ASMD-UTMF-Hyb-BCO-FBIA method is compared
with existing methods like RSPN-HFGOA, RSPN-
ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWME For noise density of 10%, the proposed
RSPN-ASMD-UTMF-Hyb-BCO-FBIA method pro-
vides 12.32%, 69.18%, 52.91% and 21.85% lower
RMSE compared with existing methods like RSPN-
HFGOA, RSPN-ANFIS, RSPN-APCNN-GWO and



RSPN-DB-ATMWMEF respectively. For noise density
0f20%, the proposed RSPN-ASMD-UTME-Hyb-BCO-
FBIA method provides 18.77%, 65.17%, 53.829% and
28.333% lower RMSE compared with existing methods
like RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-
GWO, RSPN-DB-ATMWMEF respectively. For noise
density of 30%, the proposed RSPN-ASMD-UTME-
Hyb-BCO-FBIA method provides 19.87%, 11.49%,
24.5%, and 49.23% lower RMSE compared with
existing methods like RSPN-HFGOA, RSPN-ANFIS,
RSPN-APCNN-GWO, RSPN-DB-ATMWMEF respec-
tively. For noise density of 40%, the proposed RSPN-
ASMD-UTMF-Hyb-BCO-FBIA method provides
35.08%, 17.77%, 71.43%, and 75% lower RMSE com-
pared with existing methods RSPN-HFGOA, RSPN-
ANFIS, RSPN-APCNN-GWO, RSPN-DB-ATMWMF
respectively. For noise density of 50%, the proposed
RSPN-ASMD-UTMEF-Hyb-BCO-FBIA method pro-
vides 42.94%, 12.89%, 36.59%, and 51.43% lower RMSE
compared with existing methods like RSPN-HFGOA,
RSPN-ANFIS, RSPN-APCNN-GWO and RSPN-DB-
ATMWMEF respectively.

5. Conclusion

In this manuscript, the removal of salt and pepper noise
with ASMD-UTMF optimized with hybrid balancing
composite motion optimization and forensic-based
investigation algorithm (R-SPN-ASMD-UTMF-Hyb-
BCO-FBIA) is proposed. Initially, input images are
taken from datasets such as the boat-types-recognition

dataset, cat-breeds-dataset, cars-image-dataset, butterfly-

images 40-species dataset and birds-200 dataset. Then
images are pre-processed using an ASMD-UTMF fil-
ter. ASMD-UTMF does not expose any adoption of
optimization systems to calculate the optimal param-
eters. Therefore, Hyb-BCO-FBIA is utilized to opti-
mize the weight parameters of ASMD-UTME The
proposed RSPN-ASMD-UTMEF-Hyb-BCO-FBIA tech-
nique is executed on the MATLAB platform. Here, per-
formance metrics such as PSNR, IEF, MSE, SSIM, error
rate, processing time, MAE, RMSE, NC used for evalu-
tion. The proposed R-SPN-ASMD-UTMF-Hyb-BCO-
FBIA method attains lower RMSE of 95.75%, 97.64%,
94.64% and 91.23% compared with existing methods
like RSPN-HFGOA, RSPN-ANFIS, RSPN-APCNN-
GWO and RSPN-DB-ATMWMEF respectively.
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