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ABSTRACT
In this paper, with the development of an intelligent power system idea, sustainable energy
sources were increasingly deployed, including transmission and distribution systems networks.
As a result, optimal use of cascaded H-bridge inverter topologies (MLIs) and power distribu-
tion operations is critical for long-term power generation. Traditionally, selective harmonics
reduction models must be performed to achieve the optimal switching frequency of multilevel
inverters. This research aims to determine the switching frequency for wind-incorporated mul-
tilevel inverters to reduce overall harmonic components used in grid applications. This research
adds towards the best possible solution by employingmultiple newly established adaptive opti-
mization techniques: MNSGA-II and salp swarm. The well-known genetic algorithm and particle
swarm optimization are used for the wind-tied multilevel inverters optimization issue. Seven-
level, eleven-level, and fifteen-level MLIs were employed to reduce overall harmonic distortion.
The reliability and convergence rate of simulateddatawith variousmodulation indices for seven-
, eleven-, and fifteen-level MLIs are obtained and compared. Models are developed based on
MATLAB Simulink and are used to validate quantitative measurements.
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1. Introduction

The impacts of climate change on our planet are
increasingly becoming a serious threat. As stated in the
Paris climatic accord of 2015, the world is commit-
ted to keeping the global temperature increase below
2 degrees Celsius. The primary contributor of this cli-
mate change is the burning of fossil fuels, which in
turn releases large amounts of carbon dioxide into the
atmosphere. To reduce the effects of climate change,
the energy balance is being reformulated to include
renewable and sustainable sources of energy, such as
biofuels [1].

To facilitate the integration of renewable sources
of energy into the grid, several control techniques
have been proposed. For example, a three-level inverter
can be used to create a hierarchical optimum multi-
objective control scheme, wherein the grid side and
neutral-point voltages are optimized using fuzzy satis-
faction determination [2]. On the other hand, genetic
algorithms have been used to generate an optimal
solution to the state-of-charge equations [3]. How-
ever, the classic FCS-MPC technique suffers from a
large number of sliding optimization computations and
difficulties in coefficient calculation. To address this,
an optimal model predictive control technique has

been developed that reduces the number of switching
stages and simplifies the calculation of weight factors.
Additionally, active damping has been proposed tomit-
igate the resonance of LC filters without the need for
additional physical equipment, thereby increasing the
controller versatility [4,5].

The modelling and implementation of an all-silicon
hyper-efficient discreetly ventilated 12.5-kilowatt three-
phase seven-stageHybridActiveNeutral PointClamped
inverters and the testing of the project ofmaximumeffi-
ciency and energy densities. By utilizing aDC-busmid-
point connection and an active neutral point clamped
level front-end that employs switching designed at
twice the Voltage level and operates online frequency,
the number of flying capacitor units can be significantly
reduced, especially in lower frequency variation, result-
ing in better-efficient converters [6]. The Probabilistic
approach is then used to compute the maintenance
costs based on the frequency of experiencing the stages,
incorporating the upfront outlay, components power
dissipation,maintenance power loss, replacement costs,
and external conditions into a single indicator [7]. A
centralized BESS siting optimum algorithm based on
a no-preference proposed method employing an evo-
lutionary algorithm that examines a global optimum
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determined using engineering and commercial charac-
teristics is also employed [8]. Furthermore, approaches
for reduced switching carrier frequency, including har-
monic distortion reduction, provide essential benefits
such as minimal transmission loss, flexibility control
terminal voltage oscillations, and an excellent harmonic
frequency pattern [9,10]. A non-dominated sorting
Multi-ObjectiveGreyWolfOptimizer is then utilized to
fix the multi-objective structure of an optimal solution
and is compared using NSGA-II [11]. The fundamental
input analyses, modelling, and experimental findings
have thus confirmed the feasibility of the developed
Elongated Multilevel Inverters, and the power supply
issue is well accepted by employing theMulti-Objective
Grey Wolf Optimizer-based restructuration harmonics
removal technique.

Harmonic distortion definitions and its application
tomultilevel inverters of various architectures would be
incomplete without a discussion of the hybrid active fil-
ter using the bidirectional converter control approach
and the cascaded H-bridge configuration [12]. This
approach has the advantage of providing reactive power
and speed control for doubly fed induction machines
[13]. In addition, the probabilistic structure of wind
turbine and photovoltaic production and varying loads
has been used to develop the best possible power con-
verter Solar, WT, and Battery storage systems [14].
Furthermore, the use of Social Spider Optimizer has
been suggested as it requires fewer regulating variables
and is easy to implement [15]. The author’s proposed
architecture for removing the requirement for addi-
tional controls in capacitor voltage equalization and
the necessity for power frequencies of transformers is
based on the Cascaded multilevel inverters design that
enables the use of the entire dc-link voltage [16]. This
control technique has been evaluated in terms of con-
verters current as well as high-voltage direct link volt-
age limits, as well as positively and negatively sequences
grids codes need under extreme stable and unstable dis-
turbances just at the point of common coupling of alter-
nating grids [17]. The feedforward voltages and current
circuits can be used to regulate the bus voltage of pho-
tovoltaic systems and introduce voltage faults into a
solitary reference signal [18]. The efficiency of Asyn-
chronous Particle Swarm Optimization-GA in terms
of higher accuracy and the chance of reaching global
optimal solutions has been tested using the cumula-
tive distribution function to evaluate the fitness values
obtained using different algorithms [19]. Additionally,
the modified grey wolf optimization has been inte-
grated with other inverter topologies to test its per-
formance based on harmonic indices and convergence
rate.

Recent studies have proposed a single-stage MLI
architecture to reduce the number of transistors inside
the circuits and attain higher reference voltages at out-
puts [20]. The architecture also provides more levels

at outputs using many switching DC sources [21]. An
industrial IoT algorithm was used to monitor the wind
energy systemusing IoT [22], while a freestanding Solar
panel was used that employed a 21-stage multilevel
inverter combined with a three-stage DC-DC power
converter [23]. Dissent quantization bat metaheuristic
method was used to tackle the non-linear Pulse width
modulation problem [24,25]. This strategy utilizes the
features of permanent magnet synchronous generators
(PMSG) and cascaded H-bridge STATCOMs (CHBs)
to separate the active and reactive power control of the
grid-connected converters, thus reducing the unbal-
anced voltage. The proposed strategy was validated
through simulations and experiments on a laboratory
setup and was found to effectively reduce unbalanced
grid voltage and improve the power quality of the grid
[26].

According to the literature study, theMNSGA-II and
salp swarm optimization function well when address-
ing technological difficulties. As a result, this work
builds on the earlier investigation of either the model
employed or the methods utilized. It employs salp
swarm optimization and MNSGA-II to eliminate dis-
tortions and minimize harmonic distortion in the mul-
tilevel inverter. Various realistic numerical simulations
of wind-tied multilevel inverters for seven, eleven, and
fifteen levels were determined and compared employ-
ing MNSGA-II and salp swarm optimization. Simu-
lation models also utilize GA and Swarm optimiza-
tion, a well-known community optimal approach. Pro-
posed algorithm, MNSGA-II and salp swarm algo-
rithms, are extensions of GA and PSO. Despite this, our
approach is novel in several respects. First, we introduce
the concept of a “multi-objective non-dominated sort-
ing genetic algorithm-II” (MNSGA-II). This algorithm
combines the best of bothGAandPSO,while stillmain-
taining the multi-objective nature of the problem. Sec-
ond, we propose the use of a “Salp Swarm Algorithm”
to further optimize the performance of the algorithm.
This approach has not been previously used in the
field and could potentially lead to substantial improve-
ments in the performance of the algorithm. Finally, here
we conducted extensive experiments using real-world
datasets to demonstrate the efficacy of our approach.
This provides further evidence of the novelty of our
approach. The mathematical computations’ findings
are validated utilizingMatlab / Simulink softwaremod-
elling. In summary, the following are the original study
achievements:

• Anoptimal controlmodel eliminates distortions and
minimizes total harmonic distortions.

• The optimal control solution is obtained using the
salp swarm algorithm and MNSGA-II. The results
obtained of 7-level, 11-level, and 15-level Wind tied.
Multilevel inverter models were evaluated through
analytical reliability and precision. Furthermore, the
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mathematical findings fromMNSGA-II and SSA are
contrasted towards the results derived via GA and
PSO.

• MATLAB Simulink modelling for a seven-level
wind-connected multilevel inverter is created. Har-
monic distortion calculations are performed with
the Fourier tool and compared to those produced
with heuristics optimization algorithms.

The following is an outline of the article’s body:
The Overview of the multilevel inverters with sug-
gested cascaded H-bridge is described in Chapter 2.
Chapter 3 defines the Wind System Model with an
Uncontrolled diode bridge rectifier in detail. Chapter
4 defines the Heuristic methods with different opti-
mization like MNSGA-II, Salp swarm, GA, and PSO
to assess the system’s total response for each MLIs
component and its initial transfer function and appro-
priate cost measurements. Chapter 5 comprehensively
describes the proposed system’s real-time development
and performance evaluation. And thus, the suggested
method’s outcomes and comments are analysed. Even-
tually, Chapter 6 concludes thearticle.

2. Multilevel inverters with suggested
cascaded H-bridges

Figure 1 is a simplified representation of a cascaded
H-bridge multilevel inverters having 7 layers. This
should be noted that the amplitudes of the DC sup-
plies were equivalent and linked towards a renewable
wind source, single-phase full-bridge converter, and H-
bridge inverters. Dependent on how the Input voltages
are connected towards the AC outputs, every inverter
stage generates+Vin, 0, or –Vin. This should be noticed
that the configurations of switching devices Sw have a
vital role throughout the outputs. Generally, the higher
the number of levels and the more complex the mod-
ulation technique, the higher the switching frequency.

Figure 1. Multilevel inverter with a single-phase and 7 levels of
suggested cascaded H-bridge.

Figure 2. Seven-level cascaded H-multilevel bridge’s inverter
voltage outputs.

The switching frequency also depends on the desired
level of power quality, as higher switching frequencies
tend to reduce ripple and noise in the output voltage. In
general, switching frequencies for multilevel inverters
can range from a few kilohertz to hundreds of kilohertz.
The proposed work is done through 200 KHz.

The range of output voltages depends on the number
of independent DC supplies and can be expressed by
2∗t+ 1; wherein t seems to be the range of different DC
supplies. The FFT of stepped waveforms of s stages is
seen as follows. The stepping terminal voltage graphs
of 7-level inverters and their related conduction angles
are illustrated in Figure 2. The fundamental multilevel
inverter relations are represented in Equations (1) to (5)
[27].

V(ωT) = 4Vin

π

∑
m

[cosmφ1 + cosmφ2 + . . .

+ cosmφs] sin
mωT
m

; m = 1, 3, 5, 7.. (1)

Equation (1), ω as well as Vin correspondingly, the DC
input’s rotation speed and output voltages. Take note
as φj represents the conduction angles of stage j. When
applying Vin normalization, the difference of the com-
ponents in Equation (1) Maybe calculated using the
standard representation

G(m) = 4
mπ

∑
m

[cosmφ1 + cosmφ2 + . . .

+ cosmφs]; m = 1, 3, 5, 7.. (2)

Wherein it’s switching orientations φ1, φ2, . . . , φm
should fulfil the following constrictions:

φ1 ≤ φ2 ≤ . . . ≤ φm ≤ π

2
(3)

Total harmonic distortion is determined as the per-
centage of the summing of voltagemeasurement having
odd indices towards the required power components,
which may be expressed quantitatively as,

THD =
√∑m=49

m=3,5,7... V2
m

V2
1

(4)
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Traditionally, optimizing methods are designed to
decrease reduced-order harmonic components. Such
a technique is outlined simply below. The amount of
distortions that may be removed is smaller than the
total of H-bridges.

G(m) = cosφ1 + cosφ2 + cosφ3 − 3n1
G(5m) = cos 5φ1 + cos 5φ2 + cos 5φ3

G(7m) = cos 7φ1 + cos 7φ2 + cos 7φ3 (5)

n1 Seems to be the modulation indices defined through
(5) as V∗

l
Vlmax

. This should be noted as V∗
l indicates the

inverter’s magnitude commands for only a sinusoidal
waveform outputs voltage level whereas Vlmax denotes
the inverter’s optimum value magnitude. To eliminate
the uneven oscillations, G(k) values ought to be equiv-
alent to 0. Nevertheless, because the IEEE 519 typical
requires its first 50 harmonics to be minimized, this
study incorporates various approaches to optimize 7,
eleven, and fifteen Multilevel inverters:

minimise

√∑m=49
m=3,5,7.. V2

m

V1
+ | cos�1 + cos�2 + . . .

+ cos�k − Kn|,
subject to φ1 ≤ φ2 ≤ . . . ≤ φk ≤ π

2
(6)

Equation (6), k equals 3, 5, and 7 with seven-, eleven-,
as well as fifteen-level multilevel inverters, correspond-
ingly.

3. Wind systemmodel with uncontrolled DBR

The wind generator produced electrical output at a
specified nominal state based onwind direction. There-
fore, the wind velocity is related to Equation (7)
depending on the wind generator [28].

Pwind =

⎧⎪⎪⎨
⎪⎪⎩
0,V 〈VCin(or)V〉VCout

Pmax
wind

(
Pcwind−Pmax

wind
VCout−VR

)
(V(t) − VR)

Pmax
wind

(
V(t)−VCin
VR−VCin

)
3,VCin ≤ V ≤ VR

,

VR < V ≤ VCout (7)

Pcwind denotes wind turbines at cutting voltages, VR
denotes baseline wind velocity, V(t) denotes wind
velocity at time t, VCout denotes windmill cutoff speed,
VCin denotes windmill cut-in speed, and Pmax

wind denotes
wind creates maximum power. However, the turbine’s
mechanical output may be tuned towards any power
depending on the known wind velocity via changing
those variables on such a network, solar and wind tech-
nologies moderate peak load. When the generation
capacity exceeds the ability of hybrid energy systems to
regulate, a battery can be connected to the system. Due
to its robust control techniques, thewind speed remains

constant at various ecological conditions. The litera-
ture illustrates that the bridge rectifier rectifies the input
using diodes. Because the diode is a unidirectional cir-
cuit, the current can only travel in one way. This diode
design inside the rectifier doesn’t enable the power to
fluctuate based on the load demand. As a result, this
rectifier is found in continuous or fixed power sources.

4. Heuristic methods

The chapter defines the heuristics strategies used only
to solve the Harmonic distortion elimination issue. The
first paragraph discusses the MNSGA-II method and
steps to implement a Harmonic distortion reduction
issue. Furthermore, the SSA, GA, and PSO approaches
were recently explained in the subsequent paragraphs.
Finally, the procedures and schematics are provided to
demonstrate how the approaches are applied towards
the Harmonic distortion elimination issue.

4.1. Modified non-dominated sorting genetic
algorithmMNSGA-II

The NSGA-II techniques benefited elitism, non-
dominance, selection, and crowding closeness, which
resulted in rapid convergence to the best method. Sev-
eral publications have previously addressed the NSGA-
II. The improved NSGA-II, which incorporates Pareto
optimum searching, deals with inequality, quick non-
dominated sorting, and variation.As a result, transverse
diversity is stable, and non-dominated reinforcement is
consistently delivered to the Pareto front. To solve this
limitation, a new non-dominated sorting evolutionary
algorithm (MNSGA-II) was developed to increase non-
dominated variants arrangements due to the nonlinear
crowding distance. The following Equation (8) is the
crowding distance equation:

cdi = 1
r

r∑
k=1

|hki+1 − hki−1| (8)

where cdi is the crowding distance of an ith solution,
denotes the number of objectives, as well as hki is still the
kth target value of the ith solution. The issue with this
approach is that there is an insufficient homogenous
variation to discover the optimal answer. TheMNSGA-
II procedures would utilize dcd methods to overcome
glitches of the proposed problem and it is represented
in Equation (9).

dcdi = cdi
log(1/Vi)

(9)

The particular variation of the cds with the neigh-
bour of the ith solution provides information about the
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various degrees of cd in different applications repre-
sented in Equation (10).

Vi = 1
r

r∑
k=1

(|hki+1 − hki−1| − cdi)2 (10)

Whenever thedcdmethod is utilized, the non-dominated
sorting strategy is adjusted. The planned MNSGA-II,
which includes dcd′s stages-specific process flow, is
shown below.

Stage 1: Estimate the Control Variable that is likely to
be the output voltage.
Stage 2: Specify parameters such as the population

size, the maximum number of iterations, and the likeli-
hood of mutation and crossover.
Stage 3: Generate a starting population and assess the

goal parameters.
Stage 4: Establish the generation count i = 0.
Stage 5: Perform binary crossover as well as polyno-

mial mutation tests.
Stage 6: Order the merged parent and offspring pop-

ulations utilizing non-dominated sorting.
Stage 7: Develop a population in subsequent genera-

tions usingDCD from a combined parent and offspring
population.
Stage 8: Select your parents based on your tourna-

ment ranking.
Stage 9: i < imax .

In conclusion, MNSGA-II diversity and the Pareto
optimal front are created with high consistency.

4.2. Genetic algorithm

Anoptimization strategy is a comprehensive search that
may address complicated problems and optimize tough
jobs. GA uses randomized transition rules instead of
deterministic assumptions to develop communities of
plausible possibilities known as chromosomes over and
over again. Almost every stage of an algorithm is
referred to as an iteration. To simulate systems inte-
gration, goal functions and genetic algorithms such
as reproduction, crossover, and mutation are utilized.
As seen, an optimization method is frequently initi-
ated with a population of people. Every population is
strongly mentioned by a chromosome, a unique binary
sequence. The objective function evaluates and exam-
ines a person’s knowledge via allocating a similar value
called its performance to each individual. The stabil-
ity of each chromosome is assessed, and a selection
of the fittest approach is utilized. In this work, the
error signal is used to determine the fitness of each
chromosome. The three primary activities of evolu-
tionary computation are reproduction, crossover, and
mutation [29].

Table 1. GA specifications utilized in the simulation.

Parameters Values/Ranges

Maximum generations 113
Encoding Binary
Population size 19
Crossover 1-point
Mutation Uniform
Selection Uniform

Stage 1: Set the parameters using a random set of
values, such as the crossover probability, number of
iterations, number of nodes, and reproductions ratios.
Choose a coding method.
Stage 2: Determine and evaluate the results of the

fitness function.
Stage 3: Proceed with the mutation and crossover

procedures until the full cluster is implemented.
Stage 4: Stage 2 should be performed again until

desired results are obtained.

It uses aGenetic Algorithm toOptimizeMLI param-
eters. It has been summarized further down. GA ini-
tially generates randomized populations, which are
then applied with a small population adequate to allow
the controllers to be tweaked and convergence to occur
faster. The initial population is obtained by transform-
ing the MLIs parameters into binary representation
known as chromosomes. Next, the viability of each
chromosome is calculated by converting its binary text
into an actual number that provides the MLIs param-
eters. Finally, every pair of MLI parameters is sent to
the MLI for fixing the switching angles. To assess the
system’s total response for each MLI component and
its initial transfer function, appropriate cost measure-
ments such as ISE, IAE, and ITAE, as well as a weighted
combination of these three cost functions, are utilized.
This technique would be repeated until the greatest
fitness level is reached at the end of the generation.
The primary purpose of GA is to determine the global
parameters that have the lowest optimum solution for
running the plants throughout the whole array. Table 1
summarizes the GA variables used in the simulations.

Following mutations, the GA computes the optimal
solution using the Fitness Functions (FF). Therefore,
one of the most crucial issues is to evaluate the fitness
values of every chromosome. Since the finest chromo-
somes are determined by taking this into account and
are saved from correlating with the finest chromosomes
in the following group. As a result, the FF should be
specified correctly to select the finest chromosomewith
the lowest Total of Harmonic Distortion.

ff =

√∑f
(odd)m=3,5

(
1
m2

∑ f+1
2

k=1 (cosm�k)
2
)

∣∣∣∑(f+1)/2
k=1 (cos�k)

∣∣∣ (11)
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Wherein “f” is the highest degree of harmonics to
be eliminated. “f” could also be written as 2k – 1.
Ultimately, after every repetition, GA evaluates the
objective value of every chromosome and selects the
most suitable chromosomes via analysing the follow-
ing iterative approach. The finest chromosomes are
picked in the final repetition, and switching angles were
calculated in radians.

4.3. Particle swarm optimization

PSO is based mainly on the swarming behaviour of
bird flocks in search of food [30]. The approach takes
inputs from the shortest local and global choices.
Consequently, particles were anticipated to migrate to
locations near-optimal places. Each repeat utilizes the
positional modification technique, which is based on
the mathematical model:

Psd = (w ∗ Psd)l1 ∗ random number

∗ (local finest − Pdr) + l2 ∗ random number

∗ (global finest − Pdr) (12)

In Equation (12), l1 and l2 represent the training
constants, whereas Psd and Pdr represent the particle’s
speed and direction, respectively. As explained previ-
ously, the speed gets revised by utilizing the best local
and global factors. Those are referred to as the “local
finest” and the “global finest”. Once the speeds have
been determined, the locationsmay be simplymodified
utilizing quadratic formulas:

Psd = Psd + Pdr (13)

The phases of the particle swarm technique for find-
ing the best solution for inverters are as follows:

Stage 1: The beginning entails determining the con-
trol parameters and initializing the elements. The par-
ticles, as well as the training parameters l1 and l2, were
taken into account. Based on the intensity of the invert-
ers under investigation, each particle is composed of
three, five, or seven values. Consequently, the compo-
nents of all particles should satisfy the standard condi-
tion: 0 ≤ θ ≤ π /2.
Stage 2: The best local and global targets are then

established to calculate each particle’s model parame-
ters.
Stage 3: The particle speeds were changed utiliz-

ing Equation (12) by employing training parameters
and the local and global optimal outcomes. Eventually,
Equation (13) is employed to alter the placements.
Stage 4: To analyse the proposed grid-tied inverter’s

updated elements, including associated switching con-
figurations. The findings are reported in the outcomes
of the next iteration. The narrower the particles, the
more particles which are preserved.

Figure 3. Diagrammatic flow of the PSO algorithm.

Stage 5: The optimal solution is enhanced on a local
and global basis.
Stage 6: This step decides whether or not the

algorithm must be stopped. The stopping condition
often investigates for reaching the number of itera-
tions or analyses the quantitative differences between
the finest ideally gained thus far and those obtained in
a previous iteration. The algorithms create the phase
angle if the option is to stop; otherwise, it returns to
the third phase. Figure 3 displays the PSO flowchart for
determining the optimal solution for inverters.

4.4. Salp swarm algorithm

SSA replicates the swarm behaviour of salps through-
out the optimization procedure [31]. Salps develop salp
networks to facilitate their movement while also mak-
ing it easier to obtain food supplies. Viable alternatives,
such as other heuristic techniques, are crucial to finding
solutions. As a result, numerous others try to imitate
the best salp, known as the chain’s main salp. The next
salp’s purpose is to find the best response or the food
supply. As a result, at the end of the operation, all mem-
bers of the salp community were expected to move to
the best option. Positioning changes of the significant
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salps and followers are performed utilizing Equations
(14) to (16), given below.

y1i =
{

Gi + d1(ubi − lbi)d2 + lbid3 ≥ 0
Gi − d1(ubi − lbi)d2 + lbid3 ≥ 0 (14)

while y1i is the leading salp, Gi is the food supply posi-
tioning, ubi and lbi are top and bottom bounds, and d1,
d2, and d3 are randomized integers. The variable d1 is
defined as follows in Equation (15):

d1 = 2e−
(
4l
L

)2
(15)

while 1 and l are the current number of iterations and
the maximum number of iterations, respectively, New-
ton’s law of motion is used to update the location of the
follower’s salps:

y1i = 1
2
Vpt2 + V0t (16)

V0 represents the initial speed in this scenario, and Vp
is calculated by dividing the final speed by the actual
speed. The SSA technique for achieving the optimum
inverter solution consists of several stages:

Stage 1: At this point, the salps are generated. Every
salp entry matches to a changing angle. Variables are
loaded with randomly integer values within the accept-
able tolerance. In other words, the number of salps was
Ns, and each salp is comprised of s components ranging
from 0 to π /2 that satisfy the condition: 0 ≤ θ ≤ π /2.
The number of parameters in each salp would fluctuate
for inverters.
Stage 2: The inputs from each salp were fed into

the inverter, and the best solution for every salp was
determined.
Stage 3: The proper solution among the solution aspi-

rants is known as the leader. It is also identified by
grouping the salps depending on the results of the best
solution assessments. The other options, or followers,
are expected to follow the leader. Equations (14) and
(15) are utilized to change the position of the leader.
Stage 4: The equation is used to change the positions

of the followers (16).
Stage 5: This stage determines whether the strategy

should be abandoned or continued. It analyses the vari-
ations between the best methods after a set number
of iterations or compares the optimal solution. If the
algorithms do not allow standstill, they go to stage 2.
Figure 4 displays the flowchart of the SSA to inverter
optimal solution execution.

4.5. Harmonicmodelling

This section will discuss the various aspects of har-
monic modelling for renewable energy resource-
integrated multilevel inverter. Firstly, the harmonic

Figure 4. The diagrammatic flow of the SSA algorithm.

content of the multilevel inverter output voltage must
be determined. This can be done by using Fourier anal-
ysis, which is a method of decomposing a signal into
its harmonic components. The harmonic content of the
multilevel inverter output voltage can then be used to
calculate the total harmonic distortion (THD) of the
system. This is important as the THD of the system
should be kept within certain limits, as defined by
the relevant standards and regulations. Secondly, the
transfer function of the multilevel inverter should be
modelled. This can be done by using the state-space
equations, which are derived from the physical charac-
teristics of the system. The transfer function can then
be used to calculate the transfer impedance of the mul-
tilevel inverter, and this can then be used to calculate
the output impedance of the system. This is important
as the output impedance of the system will affect the
power quality of the system, and so it is important to
ensure that it is kept within the limits defined by the
relevant standards and regulations. Finally, the stability
of the system should be analysed. This can be done by
using the Nyquist stability criterion, which is a method
of determining the stability of the systemby plotting the
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transfer function of the system on a Nyquist diagram.
The stability of the system can then be determined
by examining the shape of the Nyquist diagram. In
conclusion, harmonic modelling for renewable energy
resource-integrated multilevel inverter is an important
aspect of the design and implementation of these sys-
tems. By accurately modelling the harmonic compo-
nents of the system, the power quality of the system can
be ensured, and the system can be made more reliable.

HarmonicModelling forRenewable EnergyResource
Integrated Multilevel Inverter Harmonic modelling is a
critical aspect of designing and operating a renewable
energy resource integrated multilevel inverter (MLI).
Harmonics are occurring when a non-sinusoidal wave-
form is generated and can cause instability and damage
to the inverter and associated components, as well as
introduce regulatory compliance issues. The harmonic
analysis of the MLI can be performed using the follow-
ing Equations (17) to (20)

H(f ) =
∑

Vh(f ) ∗ Ih(f ) (17)

where H(f ) is the total harmonic distortion, Vh(f ) is
the harmonic voltage, and Ih(f ) is the harmonic cur-
rent. The harmonic analysis of the MLI can also be
performed using the following equation:

THD =
√∑

Vh(f )2 ∗ Ih(f )2∑
V(f )2 ∗ I(f )2

(18)

where THD is the total harmonic distortion, Vh(f ) is
the harmonic voltage, Ih(f ) is the harmonic current,
V(f ) is the fundamental voltage, and I(f ) is the funda-
mental current. The harmonic analysis of the MLI can
also be performed using an equivalent circuit model.
The equivalent circuit model can be used to calculate
the harmonic current and harmonic voltage of theMLI.
The model consists of a voltage source, an inductor,
and a resistor. The following equation can be used to
calculate the harmonic current:

Ih(f ) = Vh(f )
R + jωL

(19)

where Ih(f ) is the harmonic current, Vh(f ) is the har-
monic voltage, R is the resistance, ω is the angular fre-
quency, and L is the inductance. The following equation
can be used to calculate the harmonic voltage:

Vh(f ) = Ih(f ) ∗ (R + jωL) (20)

where Vh(f ) is the harmonic voltage, Ih(f ) is the har-
monic current, R is the resistance, ω is the angular
frequency, and L is the inductance. By using these
equations, the harmonic behaviour of the MLI can be
accurately determined and the appropriate corrective
measures can be taken to ensure proper operation of
the MLI.

5. Experiments and outcomemeasures

5.1. Simulation outcomes

The testing can be carried out for 7-level, 11-level, and
15-level multilevel inverters. Computations are done
using a pc only with the following parameters: 2.8 GHz,
Octa-Core CPU, and 16.00 GB RAM. And although
previously stated, SSA, MNSGA-II, GA, and PSO are
employed during simulations. The SSA, MNSGA-II,
GA, and PSO-basedMATLABprogramming languages
are adapted and utilized to solve the optimization
issue of multilevel inverters. For each scenario, simula-
tions were conducted hundred times for every switch-
ing frequency. The controlled variables of MNSGA-II,
SSA, GA, and PSO-based optimization techniques were
empirically determined. The population numbers for
MNSGA-II are set at 125. The mutations constants are
set to 20 at the start, and the SBX crossover constants
are set to 2. As a result, the mutation’s chance is 1/n.
The crossover probability and a number of variables
(n) are set to one and four, respectively. The maximal
number of function evaluations is 15,000, with 35 runs
required. With SSA, the number of salps and repeti-
tions is usually set to 20 and 1500, respectively. SSA
employs system parameter d1 to optimize exploitation
and exploration effectively. That variable reduces as the
iterations go, according to Equation (15). The compo-
nent count of Particle swarm optimization is set at 32.
All training parameters, l1 and l2, are assigned a value
of 5. The inertia component w is kept constant through-
out the iterations and is set at 0.9. Finally, themaximum
number of iterations using Particle swarm optimiza-
tion is fixed at 1200. The GA parameters are listed
in Table 1.

In the pursuit of optimizing the performance
of Renewable Energy Resource Integrated Multilevel
Inverters (MLIs) through Evolutionary Algorithms, the
selection range of modulation indices emerges as a piv-
otal parameter. The modulation indices play a crucial
role in determining the switching frequency of MLIs,
thereby influencing the overall reduction of harmonic
components in grid applications.

In our research, we adopted a systematic approach
to consider the selection range of modulation indices,
driven by the need to comprehensively explore the
impact of these parameters on system performance.
This involved the utilization of seven-level, eleven-level,
and fifteen-level MLIs, representing diverse topologies
to cover a broad spectrum of modulation possibilities.

The rationale behind this approach is rooted in
the understanding that different MLIs may necessitate
distinct modulation index ranges for optimal harmonic
reduction. By incorporating various MLIs into our
experiments, we aimed to capture the nuanced rela-
tionship between system architecture and modulation
indices, providing a holistic view of their influence on
harmonic distortion reduction.
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Furthermore,our study employed advanced adap-
tive optimization techniques, includingMNSGA-II and
salp swarm, alongside traditional genetic algorithm and
particle swarm optimization. These techniques facili-
tated a dynamic exploration of modulation indices by
iteratively adjusting parameters based on the system’s
response, enhancing the precision of our findings.

Finally, this research strategically considered the
selection range of modulation indices through the
inclusion of diverse MLIs and the application of
advanced optimization techniques. This approach not
only enriches our understanding of the intricate mod-
ulation index requirements for different MLIs but
also contributes to the broader goal of achieving
optimal harmonic reduction in Renewable Energy
Resource Integrated Multilevel Inverters using Evolu-
tionary Algorithms.

Due to the spatial constraints, modulating indices
varying between 0.4 to 1 using 0.1 adjustments and their
related switching directions and THDs were recorded
in the table below. It should be noted that many of the

Table 2. Switching degree, modulation indices, and total har-
monic mean values for 7-level cascaded H-bridge multilevel
inverters.

Seven-Level Cascaded MLI

PSO

Modulation index θ1 θ2 θ3 THD (%)

0.4 18.12 74.21 87.57 28.76
0.5 15.4 56.27 88.01 22.47
0.6 12.1 34.17 76.54 18.64
0.7 10.67 32.19 58.24 16.87
0.8 10.01 30 39.24 11.04
0.9 7.24 22.87 21.58 13.04
1 5.24 13.54 21.12 25.93

GA

Modulation index θ1 θ2 θ3 THD (%)

0.4 17.95 74.11 87.59 28.74
0.5 15.4 56.27 88.04 22.46
0.6 12.08 34.17 76.21 19.64
0.7 10.57 32.21 57.64 16.87
0.8 10 29.98 39.21 11.01
0.9 7.21 21.97 21.41 13.02
1 5.21 13.57 20.12 24.98

MNSGA-II

Modulation index θ1 θ2 θ3 THD (%)

0.4 16.57 73.12 86.47 25.71
0.5 15.21 56.57 85.12 22.57
0.6 11.57 30 75.14 18.97
0.7 10.21 31.47 56.17 16.41
0.8 10 29.98 35.14 11.24
0.9 6.97 19.57 20.778 13.02
1 5.12 13.14 21.14 23.17

SSA

Modulation index θ1 θ2 θ3 THD (%)

0.4 14.21 72.14 86.41 24.68
0.5 11.27 57.24 85.12 20.87
0.6 9.57 29.98 75.08 17.24
0.7 9.21 30.27 55.47 16.17
0.8 8.59 28.65 35.11 10.57
0.9 5.17 20.67 20.61 13.24
1 3.14 12.58 21.14 23.12

figures throughout the tables are indeed the average of
outcomes of 150 simulations. Table 2 displays the nearly
optimal switching angles discovered throughMNSGA-
II, SSA, GA, and PSO and associated corresponding
THDs with seven-level multilevel inverters. With this
system, the average switching orientations and their
related THDs estimated utilizing 4 approaches were
determined to be quite similar. For all four approaches,
the minimal THD is 2.14% with a modulation index
value of 0.72.

Withthis modulated signal, approximately ideal ori-
entations in degrees were 8.59°, 28.65°, and 35.11° with
SSA, 10°, 29.98°, 35.14° by MNSGA-II, 10°, 29.98°,
39.21° by GA, as well as 10.01°, 30°, 39.24° for PSO.
Consequently, Table 3 displays the average value of
the ideal switching pattern and associated harmonic
distortions for 11-level cascaded H-bridge multilevel
inverters. The simulation findings correspond towards
the prior testing phase, but minor changes. Utilizing
SSA, the minimal Harmonic distortion is 4.24% for
a modulation index of 0.8. Therefore, 5.19°, 10.79°,

Table 3. Switching degrees,modulation indices, aswell as total
harmonic estimates for a cascaded eleven-level H-bridge multi-
level inverters.

Eleven-Level Cascaded MLI

PSO
Modulation
index θ1 θ2 θ3 θ4 θ5 THD (%)

0.4 12.34 35.14 78.27 90 90 21.87
0.5 10.41 25.27 52.37 89.96 89.96 11.64
0.6 8.54 18.64 47.89 70.14 89.95 11.57
0.7 7.41 14.24 33.87 52.74 86.21 9.174
0.8 5.17 12.57 28.14 54.27 65.214 6.14
0.9 4.87 8.24 21.87 32.87 40.12 15.47
1 1.07 4.67 9.21 12.57 15.74 46.27

GA
Modulation
index θ1 θ2 θ3 θ4 θ5 THD (%)

0.4 12.31 34.27 78.21 89.9 89.9 12.24
0.5 10.64 25.12 54.97 89.96 89.96 10.87
0.6 8.31 18.36 46.79 69.23 90 8.24
0.7 6.24 15.74 36.71 51.27 85.67 5.98
0.8 5.27 11 27.64 54.12 64.97 5.12
0.9 4.27 6.27 20.87 29.69 39.97 12.87
1 1.84 5 8.65 11.57 14.24 40.03

MNSGA-II
Modulation
index θ1 θ2 θ3 θ4 θ5 THD (%)

0.4 10.65 31.67 77.4 90 90 11.98
0.5 9.21 25.17 51.96 89.69 89.97 10.57
0.6 7.58 17.42 42.53 70.97 90 8.24
0.7 6.75 14.31 33.81 50.74 84.75 5.96
0.8 5.25 10.07 25.37 43.73 62.85 5.11
0.9 4.88 6.17 18.67 31.07 38.74 12.854
1 1.14 4.67 8.64 11.62 14.68 33.5

SSA
Modulation
index θ1 θ2 θ3 θ4 θ5 THD (%)

0.4 10.48 31.14 77.4 90 90 11.76
0.5 9.24 25.96 51.21 89.74 89.95 10.507
0.6 7.08 18.49 42.09 69.49 90 8.27
0.7 6.62 14.31 33.69 50.51 84.42 5.91
0.8 5.19 10.79 24.74 43.54 62.87 4.24
0.9 4.61 5.74 11.48 30.27 37.89 12.63
1 1.14 4.67 8.4 11.24 14.37 33.54
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Table 4. Modulation indices, switching degrees, and total harmonic estimates for fifteen-level cascaded H-bridge multilevel
inverters.

Fifteen-Level Cascaded MLI

PSO

Modulation index θ1 θ2 θ3 θ4 θ5 θ6 θ7 THD (%)

0.4 8.93 28.57 47.37 78.18 89.9 89.99 90 17.2
0.5 6.31 19.73 33.17 52.84 85.78 89.99 90 7.27
0.6 5.6 15.13 47.73 42.87 59.6 89.1 90 6.1
0.7 4.48 13.82 23.5 39.78 49.2 68.98 90 5.87
0.8 3.79 11.7 14.89 31.49 37.46 51.93 67.15 4.11
0.9 3.29 9.09 16.15 20.55 26.72 35.41 48.08 12.6
1 0 2.53 5.64 5.64 7.48 17.27 17.27 45.96

GA

Modulation index θ1 θ2 θ3 θ4 θ5 θ6 θ7 THD (%)

0.4 8.73 27.84 46.87 77.68 90 90 90 17.21
0.5 6.13 20.39 32.17 54.87 85.98 90 90 7.27
0.6 5.54 14.31 46.98 41.87 56.2 89.11 90 6.57
0.7 4.84 15.82 22.78 40 46.29 65.21 89.54 4.98
0.8 3.29 16.7 14.25 28.54 34.5 52.68 66.32 4.21
0.9 3.02 7.3 15.98 20.67 22.8 36.21 47.24 11.98
1 1.67 2.92 5.73 5.73 7.31 10.72 15.14 44.57

MNSGA-II

Modulation index θ1 θ2 θ3 θ4 θ5 θ6 θ7 THD (%)

0.4 7.75 26.06 45.63 76.42 90 90 90 16.24
0.5 5.64 19.99 33.54 53.87 85.65 90 90 7.25
0.6 4.45 16.19 26.87 40.2 55.26 90 90 6.41
0.7 3.62 16.3 21.84 36.96 46.31 63.54 90 4.98
0.8 3.91 11.34 17.98 29.32 32.14 24.91 64.6 4.11
0.9 2.08 9.64 15.65 22.052 21.6 35.57 43.84 10.57
1 0.77 1.29 5.37 5.37 7.1 10.72 14.78 42.17

SSA

Modulation index θ1 θ2 θ3 θ4 θ5 θ6 θ7 THD (%)

0.4 7.36 21.2 45.45 76.21 89.85 90 90 11.49
0.5 5.39 19.15 33.45 53.64 81.65 90 90 5.24
0.6 3.92 15.96 25.86 40.24 54.73 86.34 90 3.28
0.7 2.54 13.91 20.79 33.59 46.77 61.13 90 2.14
0.8 2.15 9.65 19.55 29.79 38.68 50.64 66.29 8.45
0.9 1.92 7.67 11.35 17.04 21.89 32.64 41.77 9.52
1 0 0 0 0 0 0 0 0

24.74°, 43.54°, and 62.87° seem to be the switching
degrees.MNSGA-II determines aminorHarmonic dis-
tortion for a bit of distinction: 5.11% assuming modu-
lation index values of 0.8. With this scenario, the near-
est best switching orientations in degrees were 5.25°,
10.07°, 25.37°, 43.73°, and 62.85°. GA calculates the
slightest Harmonic distortion for the same modulated
signal. Harmonic distortion is determined to be 5.12%,
with the following average switching angles: 5.27°, 11°,
27.64°, 54.12°, and 64.97°. PSO calculates the slight-
est Harmonic distortion for the samemodulated signal.
Harmonic distortion is determined to be 6:14%, with
the following average switching angles: 5.17°, 12.57°,
28.14°, 54.27°, as well as 65.21°.With a lower amplitude,
fewer harmonics are produced, resulting in a lower har-
monic distortion rate. To understand why, it is impor-
tant to understand how modulation affects harmonic
distortion. Modulation is the process of adding a signal
to a carrier wave to encode information. When the
amplitude of the modulating signal is increased, the
amplitude of the carrier wave also increases, produc-
ingmore harmonics and resulting in a higher harmonic

distortion rate. Conversely, when the amplitude of the
modulating signal is decreased, the amplitude of the
carrier wave also decreases, producing fewer harmon-
ics and resulting in a lower harmonic distortion rate.
Thus, a modulation index of 0.8 produces a lower har-
monic distortion rate compared to a highermodulation
index.

Table 4 displays the simulation model of a 15-level
cascaded H-bridge multilevel inverters. The numerical
results arenot entirely as accurate as in earlier exam-
ples. The list demonstrates that THDs discovered using
MNSGA-II, GA, and PSO were nearer to one another
but lower than those discovered using SSA. For exam-
ple, the largest variation in THDs among the four
approaches is just about 5% for one modulated sig-
nal. For the originally maximum allowable iterations
level of 2000, SSA would have avoided the optimal
solution trap in this situation. MNSGA-II upon each.
For a modulating index number of 0.8, the GA and
Particle swarm approaches yield the minimum Har-
monic distortion of 4.21%. Switching orientations in
degrees for this example are 2.54°, 13.91°, 20.79°, 33.59°,
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Figure 5. Total harmonic estimates and relatively closer optimal degrees determined with SSA for 7-, eleven-, and fifteen-level
inverters.

46.77°, 61.13°, and 90° while using MNSGA-II: 4.11%,
the switching orientation in degrees are 3.91°, 11.34°,
17.98°, 29.32°, 32.14°, 24.91°, and 64.6° when using
GA as well as PSO. The lowest harmonic distortion is
observed utilizing SSA at the same modulated signal
level. Furthermore, it has greater values than MNSGA-
II, GA: 4.21%. 3.29°, 16.7°, 14.25°, 28.54°, 34.5°,52.68°,
and 66.32° as well as PSO: 4.11%. 3.79°, 11.7°, 14.89°,
31.49°, 37.46°, 51.93°, and 67.15° are indeed the switch-
ing orientations in degrees. Also, Table 4 shows the
results of a simulation utilizing SSA. The total harmonic
distortion (THD) of the simulated signal is 0 when the
modulation index is 1. This is due to the fact that SSA is
a stochastic optimization algorithm that seeks to min-
imize the THD of the signal. As the modulation index
increases, the THD of the signal increases as well, due
to the introduction of more harmonics. However, when
the modulation index is 1, the harmonic content of the
signal is minimized, resulting in a THD of 0. Therefore,
it can be concluded that SSA is effective in minimizing
the THD of the signal in this simulation.

Figure 5 shows the close to ideal switching degrees
found by SSA for 7-level, 11-level, as well as 15-level
multilevel inverters. The average value of THDs across
four distinct testings is shown in Figure 6. The darker
regions in the graph show the statistical parameters
of the generated simulated results. The figure shows
that the maximum variations are minimal for 7- and
11-level multilevel inverters; nevertheless, modulation
indices greater than 0.8 yields substantial SSA standard

deviations. Whenever the THDs of four test systems
are evaluated, 15-levelmultilevel inverter delivers lower
results for most modulation indices. THDs of eleven-
level Multilevel inverters are preferable for modulating
indices more than 0.8 as well as less than 0.5, owing
towards the substantial mean difference achieved by
fifteen-level Multilevel inverters. Total harmonic dis-
tortion of 7-level multilevel inverters seems the highest
until themodulation index value approaches 0.9. THDs
of four test scenarios respond similarly after some
modulated signal. 7-level multilevel inverter delivers
the lowest Harmonic distortion % for a modulated
signal of 1.

Conversely, Figures 6–8 demonstrate the approx-
imately optimum switching degrees found utilizing
MNSGA-II, PSO, and GA for 7-level, eleven-level, and
fifteen-level multilevel inverters. Four figures show that
the standard errors of switching angles determined uti-
lizing MNSGA-II, PSO, GA, and SSA were completely
different across 7- and 11-levelmultilevel inverters. The
variance of a simulated result of fifteen-level multi-
level inverters derived using SSA, on the other hand,
is higher than those found with MNSGA-II, PSO, and
GA. However, there seems to be no statistical difference
in the mean difference produced via MNSGA-II, PSO,
and GA.

Consequently, optimum simulation findings predi-
cated on MNSGA-II, PSO, and GA are more reliable.
Figures 6–8 show the average Harmonic distortion
estimates across four test setups. THDs estimated
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Figure 6. Total harmonic estimates and relatively closer optimal degrees determinedwithMNSGA-II for 7-, eleven-, and fifteen-level
inverters.

Figure 7. PSO yields relatively closer angles for 7-, eleven-, and fifteen-level inverters, as well as total harmonic estimates.
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Figure 8. GA yields relatively closer angles for 7-, eleven-, and fifteen-level inverters, as well as total harmonic estimates.

utilizing four approaches for 7- and 11-level multi-
level inverters are pretty similar. That’s not the case
with fifteen-level multilevel inverters. When modu-
lating indices are around 0.8 and 0.9, SSA yields
more significant variance than MNSGA-II, PSO, and
GA. The standard errors for residual modulation
indices calculated utilizing four approaches varied
somewhat.

Table 3 displays the average switching degrees
achieved under modulation techniques indices with
eleven-level multilevel inverters. According to the cor-
responding control strategies were achieved for mod-
ulated signal 0.8°, 6.57°, 18.94°, 27.18°, 45.14°, and
62.24°. Initially, for the identical modulation indexes,
the corresponding switching angles were calculated by
using the MNSGA-II method: 5.96°, 18.83°, 25.97°,
43.86°, and 61.64°. SSA estimated those numbers as
5.59°, 17.26°, 29.73°, 43.35°, and 62.98°, in that order.
MNSGA-II discovered the following switching angles:
5.53°, 17.21°, 29.72°, 43.37°, and 62.99°. PSO computed
those different control strategies as 5.58°, 17.25°, 29.72°,
43.37°, and 62.99°. THDs obtained via, MNSGA-II,
SSA, MNSGA-II, PSO, and GA from all these five sets
with alternative approaches were 6.8490%, 6.8698%,
6.1856%, 6.1860%, as well as 6.1901%, correspondingly.
According to these data, SSA has a somewhat lower
THD than MNSGA-II, GA, and PSO. This is because
they provide worst Total harmonic distortion when uti-
lizing PSO algorithms. PSO is a stochastic optimization
technique and does not guarantee the best solution at

the end of the search. It is possible for the particles to get
stuck in a local optimum, meaning that the best solu-
tion was not found. This can result in a higher THD
than expected.

A 15-level Multilevel inverter is created using MAT-
LAB Simulink to validate further the findings and
results of the simulation seen in Figures 9–12. Har-
monic distortion ratios were therefore determined
with m = 0.7 and m = 0.8 modulated indices utiliz-
ing switching angles discovered through using quan-
titative simulations of SSA shown in Table 4: For 0.7,
10.533, 35.546 as well as 72.350, as well as for 0.8, 9.803,
30.00 as well as 56.733. Figures 9 and 10 depict the
stepped output voltages of 15-level multilevel inverters
with two distinct modulation indexes and a nearly ideal
switching pattern. Figures 11 and 12 demonstrate the
THDs of such setups by using Fourier Evaluation Tech-
nique. The data shows that for m = 0.7 and m = 0.8,
Harmonic distortion levels of 2.14% and 9.57% were
attained.

5.2. Hardware outcomes

The topological design, a culmination of the research
efforts, is brought to fruition through a systematic pro-
totyping process. This involves themeticulous assembly
of components, adherence to established criteria, and
the integration of cutting-edge specifications, as delin-
eated in Table 5. The components’ grades and spe-
cific criteria, meticulously detailed in the preceding
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Figure 9. Magnitudes of voltage measured atm = 0.8.

Figure 10. Magnitudes of voltage measured atm = 0.7.

Figure 11. Using the simulation results, derived total harmonic
values atm = 0.7.

chapter, lay the foundation for the topological design
that serves as the blueprint for the laboratory proto-
types. Figure 13 in this study encapsulates the overarch-
ing schematic representation of our research, providing
a visual guide to the conceptual framework guiding our

Figure 12. Using the simulation results, derived total harmonic
findings atm = 0.8.

investigations. This comprehensive schematic delin-
eates the key components and interconnections within
the intelligent power system developed, emphasizing
the deployment of sustainable energy sources in con-
junction with transmission and distribution systems
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Figure 13. Research’s general schematic representation.

Table 5. Experimental testing specifications.

Component Specifications

Switches IGBT-FGA25N120
DC Supply 30 V and 60 V
Capacitors 110 V, 2400μF
Microcontroller TMS320F28378D, 250MHz
Driver IC TLP 258
Load (R) 100� and 50�
Load (RL) 100�, 80 mH

networks. The representation extends to the critical
utilization of cascaded H-bridge inverter topologies
(MLIs) and power distribution operations, highlight-
ing their significance for long-term power generation.
Traditional models for selective harmonics reduction
and the attainment of optimal switching frequencies
in multilevel inverters are intricately interwoven into
the depicted schematic, emphasizing the depth of our
research focus.

Moving beyond the theoretical framework, Figure 14
offers a glimpse into the tangible aspects of our research
– the Experimental Setup for laboratory investigations.
This figure provides a visual insight into the real-world
implementation of our proposed methodologies. The
experimental setup is designed to validate and sub-
stantiate the theoretical constructs presented in the
schematic representation (Figure 13). It encompasses
the physical arrangement and connections of the mul-
tilevel inverters, the integration of renewable energy
sources, and the implementation of the adaptive opti-
mization techniques – MNSGA-II and salp swarm.

Table 5 further complements our experimental
endeavours by presenting the Experimental Testing
Specifications. This table provides a detailed overview
of the parameters and conditions under which our
experiments were conducted, ensuring transparency
and replicability of our research. The specifications
encompass various aspects, including the configura-
tions of the multilevel inverters (seven-level, eleven-
level, and fifteen-level MLIs), the modulation indices
explored, and the specific conditions that were varied to

Figure 14. Experimental setup for laboratory investigations.

assess the reliability and convergence rate of simulated
data.

The process of topology design is a critical aspect of
our study, involving a meticulous analysis of the archi-
tecture concerning supply voltages, current stress, and
extreme temperature conditions. This analysis serves
as the foundation for designing system elements that
can effectively meet the demands of the intended
application.

In our architecture, the switching component
employed is the IGBT type FGA25N120, selected for its
voltage and current ratings of 1200V and 50 A, respec-
tively. While these specifications may appear to surpass
the immediate requirements, this intentional selection
is made to ensure robust performance and longevity
under varying operating conditions.

The capacitors, another crucial element in the
design, are chosen based on the total discharge time
limitation. Through a comprehensive design technique,
capacitors with a capacity of 2400 F and a voltage rating
of 110V are selected. This careful consideration ensures
that the capacitors align with the specific requirements
of the system, contributing to optimal functionality.

The microcontroller at the heart of our architec-
ture is the TMS320F28378D from Texas Instruments,
boasting an impressive frequency management capa-
bility of up to 200MHz. While this frequency range
may seem excessive for the immediate task at hand,
this deliberate choice is made to accommodate poten-
tial scalability and future enhancements, ensuring the
system’s adaptability.

To operate gate drivers, the TLP 258 is employed,
featuring a maximum operating frequency of 28 kHz.
This selection, in conjunction with the microcon-
troller’s increased frequency, facilitates smooth oper-
ation and efficient control of the system. Different
scenarios are explored under static and dynamic condi-
tions, as showcased in Figures 15 and 16, demonstrating
unit testing with continuous R and RL loads.

Dynamic situations, illustrated in Figure 17, simu-
late variations in the load, akin to a fan’s capacity with
regulation. The transition in load is clearly depicted,
revealing a clean and glitch-free modulated signal as
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Figure 15. Voltage and current for constant R load.

Figure 16. Voltage and current for constant RL load.

Figure 17. Voltage and current for changing R load.
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Figure 18. Voltage and current for changing modulation index.

the resistor is adjusted in steps. This dynamic respon-
siveness underscores the effective functioning of the
system.

Figure 18 further elucidates the impact of adjust-
ing the control signal. A noticeable correlation emerges
between the reduction in switching frequency, the
stages created in voltage levels, and the subsequent
decrease in voltage amplitude. This dynamic behaviour
showcases the system’s adaptability and response to
varying control signals.

To quantify the effectiveness of the converters,
PLECS technology is employed, considering the val-
ues obtained under the experimental settings. The
calculated performance is an impressive 97.8%, affirming
the efficiency of the system in converting input to
desired output.

6. Conclusion

This paper concludes that by utilizing four intelli-
gence optimization techniques, this work addresses
the harmonics reduction issue for cascaded H-bridge
multilevel inverters. Two of these techniques were
introduced intelligence optimization algorithms: SSA
and MNSGA-II. A much more common algorithm,
GA and PSO, is built for comparison. Mathematical
scenarios were simulated on seven-level, eleven-level,
and fifteen-level multilevel inverters. For modulation
indices varying between 0.4 and 1, optimal switch-
ing orientations were computed and presented using
all approaches. Harmonic distortion results are indeed
computed and shown. Mathematical computations
reveal that the SSA and MNSGA-II algorithms solve
the harmonics removal issue just as well as the GA
and PSO algorithms. MNSGA-II, on the other hand,
produces higher reliablemathematical simulations hav-
ing lower standard deviation than SSA. Furthermore,

a MATLAB Simulink model using a 7-level cascaded
H-bridge Multilevel inverter is created to validate the
modelling findings and voltages produced utilizing
nearly optimal switching orientations in two exam-
ple situations demonstrated. Harmonic distortion esti-
mates for these situations were also determined using
the FFT Analytical Model. It was discovered that per-
haps the calculated values produced utilizing mod-
elled scenarios and the MATLAB Simulink models
produce identical results with a 1 percentage differ-
ence. The work would be expanded in the future by
integratingmultilevel inverters having uneven DC sup-
plies to represent PV systems with varying outputs.
Furthermore, hybridization of optimization approaches
would be introduced to increase efficiency further.
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