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ABSTRACT
This study aims to examine the possibility and impact of utilizing data science on blood sam-
ples to rapidly and proactively identify underlying health issues. By utilizing effective algorithms,
models will be constructed to address these problems and determine potential healthcare
options based on geographical location. Once data is gathered, health officials will be notified
of major diseases and individuals at risk or already affected. Authentic blood samples are used
to ensure the credibility and validity of the proposed system. The data was collected during
a volunteer-led hemoglobin blood test camp specifically for women residing in impoverished
areas, resulting in a total of 551 samples. The effectiveness of this technique has been assessed
through experimental results based on Hb, RDW%, MCV, RBC, and M-Index. The proposed data
analysis and deep learning algorithm achieved average values of haemoglobin count 11.67 g/dL
with a 1.33 standarddeviation, RDW14.59%,MCV81.45, RBC4.37permicroliterwith a varianceof
0.5, and M-Index 19.56. The experimental results achieved 97.60% accuracy, demonstrating the
effectiveness of the proposed technique for classifying anemia and its subtypes. The experimen-
tal results indicate better overlap between the automated identification of anemia and manual
detection by the experts.
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1. Introduction

In healthcare, the combination of medical diagnostics
and cutting-edge technology has revolutionized how
we detect and improve patient outcomes. One research
area of study focuses on using deep learning tech-
niques to analyze blood samples to detect Anemia, a
commonly misdiagnosed blood disorder [1,2]. Timely
detection and appropriate treatment are crucial steps in
curing Anemia, as it can lead to significant health risks
if left untreated. Symptoms like fatigue, weakness, and
shortness of breath are critical indicators of Anemia,
typically caused by low hemoglobin levels or a defi-
ciency in red blood cells. Traditionally, hematologists
or clinical experts wouldmanually examine blood sam-
ples for Anemia, and the process was time-consuming
and prone to human error [3,4]. However, recent devel-
opments in Information Technology and e-healthcare
systems, driven by artificial intelligence and deep learn-
ing, have transformed the field of medical diagnostics
[5–9].

With the arrival of this new era, a large amount
of collection of blood samples can be utilized to train
algorithms that rely on neural networks or other sys-
tems rooted in learning. The assessment of these blood
samples can now be completed in a fraction of the
time. This innovative technology, particularly pattern

recognition, has the potential to significantly enhance
the efficiency and precision of detecting and diagnosing
anemia [10,11].

This study attempts a serious dominion of data anal-
ysis of blood samples using advanced methodologies
based on deep learning with a distinct focus on iden-
tifying Anemia. The blood samples consist of a vast
repository of information; by exploiting that informa-
tion, we look to develop a robust mechanism capable of
not only detecting and identifying the presence of Ane-
mia but also sensing valuable information on different
subtypes and severity levels [12–15].

The analysis process is fully automated, and the
blood samples are not taken from pre-existing datasets.
Instead, they are collected near Nagpur city in Maha-
rashtra state, India. In Nagpur, a non-governmental
organization (NGO) called Youth for Seva. Its primary
objective is to motivate and engage young individuals
in volunteering activities, providing them with mean-
ingful opportunities to contribute to their community.
With the assistance of a local hospital, Youth for Seva
organized a blood donation camp in an underprivileged
area near Shukrawari Lake in Nagpur. The reason for
selecting the Shukrawari Lake area in Nagpur is, this
locality has many underprivileged communities, and
our work primarily focuses on detecting and classifying
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anemia and its subtypes in the underprivileged area.
A total of 551 samples were collected: 384 (70%) were
used for training, and the remaining were used for
testing the algorithm. These samples are enough for
training and testing the algorithm and validating the
performance of the proposed system. This initiative
allows government authorities to gain insight into the
health situation in that specific vicinity, enabling them
to take appropriate action as necessary.

Typically, laboratories are supervised by clinical
experts or hematologists; they collect the donor’s Age
and Sex information. They extract essential attributes
of the blood such as hemoglobin count, Red Blood
Cell count, Red Cell Distribution Width percentage,
Mean Corpuscular Volume, and Mentzer index from
the provided blood samples.

Gathering this data, understanding how these con-
stituents of blood, and applying data science to it will
reduce the time health professionals need to take appro-
priate actions in providing adequate care under govern-
ment schemes.

Constituents of blood-related to different illnesses
and identification of localities, comprising of people
with different immunities, results in a machine learn-
ing model which can target a locality in a time of need
[16]. AnNGO can set up a blood donation camp, which
can quickly fulfil the requirement.

The entire process is highly straightforward and
streamlines the diagnostic process with deep learning,
thus enabling swift and precise identification of Ane-
mia in a diverse patient population. Furthermore, the
self-operating nature of deep learning models brings
down the dependence onmanual processing by clinical
experts or hematologists and thus improves the accu-
racy of the Anemia diagnosis and is within the time
frame, and thus offers significant aid to the healthcare
[17–19].

The research also aims to develop an accurate ane-
mia and subtype detection system. It utilizes deep
learning-based YOLO techniques, specifically a deep
learning-based YOLO model for detection and classi-
fication. The ultimate objective is to improve the clas-
sification accuracy of anemia and subtype detection,
thereby enabling early prediction and potentially sav-
ing human lives. This paper addresses one of the most
underprivileged areas in Nagpur, India, locality, and its
findings can encourage the development of a similar
solution to other geographic locations or populations.

The core objective of this study is to integrate the
power of automation through advanced technology
such as deep learning models, fine-tuning them to
handle the variation of blood sample data, identifying
the severity levels for Anemia and other subtypes of
diseases, and validating the efficacy of our proposed
system through rigorous testing and analysis [20,21].
The ultimate aim is to devise a solution for one of
the life-threatening diseases using the intersection of

healthcare and artificial intelligence, with a substantial
impact on the early detection, classification, and iden-
tification of Anemia.

2. Related works

Anemia is a severe disease that poses a threat to life and
contributes to the development of many other diseases.
In addition to Anemia, individuals with this illness
may also be susceptible to other blood-related diseases.
To successfully address this issue, it is crucial to iden-
tify the disease in its early stages, helping healthcare
professionals to recommend appropriate treatments.
However, a traditional manual detection method is
time-consuming and inaccurate. Fortunately, numer-
ous researchers have offered advanced technologies that
streamline blood sample collection and enable timely
and precise disease detection.

Zhao et al. [19] investigated the machine learning-
based system for predicting COVID-19 disease and
Pneumonia patients. Different machine learning algo-
rithms such as Random Forest, XGBoost, Logistic
regression, and deep learning neural networks were
employed for the severity prediction. Detailed statisti-
cal analysis and feature interpretation were utilized to
understand the relationship between clinical variables
and disease outcomes. The results in terms of clinical
indicators are promising and may help doctors predict
the progression and spread of COVID-19 and other
types of pneumonia.

A simple paper-based technique measuring blood
hemoglobin is investigated by Xiaoxi Yang et al. [22].
A 20 µL droplet of a mixture of blood and Drabkin
reagent was deposited, and the resulting bloodstain was
digitized for further analysis. The bloodstain colour
intensity was used to measure Hb. A total of 54 sub-
jects were analyzed, and the performance of the paper-
based Hb with a hematology analyzer was compared.
Detection of DNA damage from the blood samples was
proposed by Kristina Schulze Johann et al. [23]. They
calculated the degradation index (DI) to assess DNA
quality.

Vijayarani and Sudha [24] performed the predic-
tion of various diseases from hemogram blood sam-
ples using data mining techniques. They employed
a weight-based K- K-means algorithm for classify-
ing leukemia, bacterial, HIV infection, inflammatory,
and pernicious anemia. The detailed analysis of Fuzzy
C-means and K-means clustering with the proposed
weight-based K-means algorithm is also evaluated.
Eric Boersma et al. [25] suggested a study to iden-
tify the acute risk of coronary syndrome. The detailed
evolution of blood biomarkers has been studied for
patients with post-acute coronary syndrome. A total
of 844 patients’ data is used for the analysis, and clin-
ical observations have been performed over a certain
period.
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The base of this entire study started after the
collection of blood samples. The main problem is iden-
tifying suitable and willing donors and collecting the
blood samples. A blood transfusion is performed to
ensure the blood is free from any infection. Ahdan and
Setiawansyah [26] devise a solution to this problem.
The advancement of information technology is inte-
grated with the geolocation system and use the Dijkstra
algorithm to find the closest route for finding blood
banks and donors. The system can identify and recom-
mend the donors according to the patients’ qualifica-
tions (specific requirements). Hai Trieu Le et al. [27]
also investigated the same BloodChain system using
blockchain technology.

Lamia Alhazmi [28] introduces a novel method
exploiting a deep learning approach to identify white
blood cells (WBC), red blood cells (RBC), and platelets
in blood samples. In the diagnosis process of most dis-
eases, the initial step is a blood test, allowing for the
evaluation of various quality measures for finding the
root cause of the disease. However, manual detection
may lead to inaccuracies and be time-consuming. The
proposed study offers a significant integration of tech-
nology that enables the automatic detection of cells in
blood samples. Through specific proposed training of
the model, they achieved reliable results, with 100%
accuracy in counting WBC, 89% in RBC, and 96% in
platelets.

A detailed literature review has been done, and its
core finding is summarized in Table 1.

3. Materials andmethods

This section presents the materials, the source of the
blood samples, and the algorithm used to detect and
classify Anemia. Figure 1 provides the flow diagram of
the algorithm. Data was collected during a volunteer-
run hemoglobin blood test camp for women living in
impoverished areas, organized in cooperation with a
nearby non-governmental organization (NGO). Five
hundred fifty-one women and 130men took part in the
campaign. Figure 2 shows some of the sample data used
for testing the algorithm. The gathered data was then
digitalized to be analyzed.

Several quality matrices become significant for
assessing and interpreting the blood sample data
for automatically detecting Anemia and its subtypes
through deep learning techniques. How the entire
dataset is distributed, its training model and its char-
acteristics are easily understood using these quality
matrices. They are a great help in the identification of
probable anomalies or motifs correlated with Anemia
and its subtype. The details about the quality matrices
used in this study are discussed below.

(1) Minimum value (min): This represents the low-
est value in all the entity contexts used in the

Anemia detection, such as age, hemoglobin count,
red blood cells, RDW%,MCV, andM-Index. It evi-
dences a crucial indicator and signifies the lowest
point in the dataset distribution.

(2) Maximum value (max): This represents the high-
est value in all the entity contexts used in Ane-
mia detection, such as age, hemoglobin count, red
blood cells, RDW%, MCV, and M-Index. It evi-
dences a crucial indicator and signifies the highest
point in the dataset distribution. It can also assist
in identifying extreme or uncommonly high read-
ings that might advocate other severe health issues
or motifs in the data.

(3) Average (mean): The central tendency and pat-
tern of the data distribution in the dataset is pro-
vided employing average value. In the case of Ane-
mia and its subtype detection, this could indicate
and signify the average count of age, hemoglobin
count, red blood cells, RDW%, MCV, and M-
Index, thus giving a general idea of the “distinctive”
value in the dataset.

(4) Mode: Some of the values occurred frequently in
the dataset; the mode is the value that signifies this
repetitive pattern. In the context of the diagnosis
of Anemia, how often the red blood cell count or
hemoglobin level occurs is very important, and the
mode is indicated the same for the dataset used.

(5) Variance: The spread or dispersion of the data
around the mean value is indicated by variance.
In the case of Anemia and its subtype detection,
the higher variance suggests the wide spread of the
data points, and the low indicates clustered around
the mean. Variance may suggest probable irregu-
larities in the entity, such as age, hemoglobin count,
red blood cells, RDW%,MCV, andM-Index across
the dataset.

(6) Standard deviation: The average amount of vari-
ation or dispersion of the data from the mean
is indicated by the standard deviation parame-
ter. In the case of Anemia and its subtype detec-
tion, the higher standard deviation may suggest
a broader range of values, and the low suggests
close to the mean, indicating probable irregulari-
ties in the entity such as age, hemoglobin count, red
blood cells, RDW%,MCV, andM-Index across the
dataset.

Any irregularities in the entity are easily accessed
and identified through the quality matrices and could
signal different stages, types, or levels of anemia. More-
over, understanding these quality matrices can assist
in setting relevant thresholds in the diagnosis of ane-
mia and also help to keep an eye on the efficacy of the
model’s predictions.

The experimentation is performed using an Apple
MacBook M2 system equipped with 16 gigabytes of
RAM and 256 gigabytes of storage. The software
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Table 1. Summary of literature review.

Authors Year Techniques Used Findings

Dimauro et al.
[29]

2023 Deep Learning with RUSBoost The RUSBoost technique is used for anemia detection on a joint dataset of Italian and
Indian patient data. Holdout cross-validation (CV) was employed in the
experimentation with 200 iterations and achieved an accuracy of 83%. This study
counsels that class imbalance has a jolt on

the automated detection of anemia.
Haggenmuller
et al. [30]

2023 Mobile App This study presents the self-monitoring of anemia detection through the mobile App,
but its use is limited to close monitoring of Hb concentration only.

Dimauro et al.
[31]

2023 Sclera segmentation algorithm The sclera and scleral blood vessels from the eye images were extracted, and anemia
detection was performed by analyzing the region of interest. The region of interest
is segmented using the sclera algorithm, extracted using a vessel algorithm, and
then using the classifi

er; fi
nally, anemic status or normal controls are predicted. The results were promising, with
precision 88.53, F1 84.10, and recall 82.53.

Dhalla et al.
[32]

2023 Deep neural algorithm The
ve pre-trained segmentation deep learning-based
architectures, namely UNet, UNet++, FCN, PSPNet, and
LinkNet, are used for conjunctiva segmentation for anemia detection. The LinkNet
architecture outperforms with an accuracy of 94.17% compared to its counterparts.
This study proves the signi
ficance of LinkNet architecture for real-time segmentation of palpebral conjunctiva for
anemia detection from eye-contaminated images.

Saputra et al.
[33]

2023 Extreme learning
machine

An arti
ficial intelligence-based technique using an extreme learning machine is used to
predict and detect anemia. This technique achieved an accuracy of 99.21%. The
authenticity of the proposed system is questionable as it used only 63 test images.

Kistenev et al.
[34]

2022 Machine learning The use of standard blood testing and machine learning
for COVID-19 detection is addressed. To increase accuracy and efficiency of existing
diagnostic techniques, such as the PCR test, and recommends integrating clinical tests
with artifi
cial intelligence.

Kukar et al. [35] 2021 Extreme Gradient Themodel was developed using information from 160 patients who tested positive for
COVID-19 and 5333 patients who had viral and bacterial illnesses.

Chen et al. [36] 2020 Mathematical
statistics analysis

In the presented study, the causes of the poor quality of
blood samples used in medical examinations are covered.
Haemolysis, coagulation, partial anticoagulation, incorrect blood collection test tubes,
inadequate preparation, insufficient specimen volume, postponed examination
submission, and other factors are among the primary factors that were found.

Pfeil et al. [37] 2019 Machine learning
and Deep learning

The outcomes show that blood disorders can be successfully predicted using classical
machine learning algorithms using standard blood tests.

Alsheref and
Gomaa [38]

2019 Machine learning
and Deep learning

The outcomes show that blood disorders can be successfully predicted using classical
machine learning algorithms using standard blood tests.

Noor et al. [39] 2019 Data pre-processing
and different Machine learning
algorithms

This research focuses on an efficient approach for applying machine learning
algorithms to determine hemoglobin (Hb) levels. The typical methods for
determining hemoglobin levels are expensive, time-consuming, and intrusive.

Golap et. al.
[40]

2019 Multi-Gene
Genetic
Programming-
Based model and
Machine learning

In this study, 39 time-domain and 6 frequency-domain variables that were obtained
from PPG signals were attached with gender and age. To choose the optimal
characteristics for training and creating a mathematical

model, a correlation-based feature selection method was used.

Gincar et. al.
[41]

2018 Machine learning
algorithms (CART
decision tree and
Random forest)

Based on the
findings of laboratory blood tests, two predictive models for haematologic illnesses
were constructed using machine learning techniques. One model made use of every
blood test parameter that was available, while the other made use of a smaller dataset
that was usually measured at patient arrival.

environment utilized Python 3 and Microsoft Excel
2019 for data processing and analysis.

The detailed experimentation operationwith the dif-
ferent quality parameters is shown in Figure 3 followed
by its summarization.

(1) Pre-processing Data
(a) Convert the collected data from Excel to CSV

containing blood constituents.
(b) Format the data andhandle themissing values.

(2) Data Analysis of the collected data
(a) Calculate statistical metrics for each blood

constituent in the dataset, such as mean,
median, and standard deviation.

(b) Define acceptable thresholds (lower andupper)
for each constituent, which can be based on
medical standards or local population aver-
ages.

(3) Identify Locality-Wide Deviations
(a) Compare the calculated statistics with the

defined thresholds.
(b) Identify constituents that deviate significantly

from the expected range for the entire locality.
(c) Generate reports or alerts for constituents

with notable deviations.
(4) Data Analysis for Individuals

(a) For each individual in the dataset, calculate
their blood constituent values.
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Figure 1. Steps used in proposed algorithm.

Figure 2. Sample data.

(b) Compare individual values with the estab-
lished thresholds.

(5) Identify Individual Deviations
(a) For each individual, identify constituents with

values outside the expected range.
(b) Generate individual health reports highlight-

ing deviations and indicating potential health
issues.

(6) Visualization
(a) Create visualizations to represent data for eas-

ier understanding.
(7) Output and reporting

(a) Generate reports for the entire locality’s health
profile, including identified issues.

(b) Generate individual health reports for each
person in the dataset.

(8) Alerting System (optional)
(a) Implement an alerting system to notify health-

care providers or individuals when significant
deviations are detected.

(9) Regular Updates
(a) Set up regular data updates to ensure the anal-

ysis is based on the most recent data.

3.1. Classification

Classification is executed to extract vital information
and findings from medical images. The classification
achieves higher accuracy and gives valued informa-
tion about the affected area by the diseases [42]. The
classification complexity reduction and improvement
in accuracy are noticed with the help of proper acqui-
sition, feature extraction (extraction of quality matri-
ces), and feature optimization (unnecessary in case
only a few features or quality matrices are extracted).
The suggested classification process is shown in
Figure 4.

Popular classification techniques such as support
vector machine (SVM), random forest (RF), Self-
organizing map (SOM), and principal component
analysis (PCA) classifiers are unable to support low-
resolution images. Earlier work has shown that these
classifiers are computationally complex and require sig-
nificant time for convergence when working on larger
datasets. These limitations are resolved by using the
YOLOv6-based classification method [43], which is
proposed in this paper.
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Figure 3. Experimentation process.

Figure 4. Process of classification.

Machine learning and deep learning techniques have
gained significant popularity for tumour classification.
Most of these methods involve the first step of learn-
ing from training models developed from annotated
images of large datasets, where they learn about features
and patterns of infected tissues. CNN-based architec-
tures such as YOLO and SSD (Single Shot Detector)
have shown promising results in brain tumour detec-
tion.

Computer vision applications use the well-known
object detection algorithm YOLO. It is renowned for its
real-time performance and speed. YOLO breaks up an
input image into a grid of cells, using which multiple
bounding boxes and class probabilities for the objects

in each cell are predicted. Steps to detect objects using
YOLO:

(1) Obtain a blob from the image since we require
fixed-size input.

(2) Store the various layers extracted using YOLO in a
variable.

(3) Forward the variable to the YOLO network and
then receive the output.

(4) Store the output in the layer output variable.

The dataset is trained for 160 Epochs with the
input image size 224× 224 and 0.1 as the initial learn-
ing rate for the training purpose. During the training
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process, standard data increment methods are used.
Then, the fine-tuning of the network is considered
using a 448× 448 image size with the initial learning
rate changed to 0.001 for 30 epochs, and the training is
performed ten times.

The detection and identification often require fine-
grained visual information; for this purpose, the
network’s input resolution has been increased from
224× 224 to 448× 448. The model YOLOv6 adjusts its
filter to perform better on higher-resolution images, so
it uses a higher resolution 448× 448 input instead of
224× 224. The accuracy on 224× 224 images was cal-
culated and achieved 93.41% (156 samples out of 167
samples detected correctly) and was taken at 6.26 s,
whereas the same images on 448× 448 resolution gave
97.60% (163 samples out of 167 samples detected cor-
rectly) accuracy and were taken at 3.05 s. This approach
increased the accuracy by 4% after training for 30
epochs.

Our final layer effectively forecasts both class proba-
bilities and bounding box coordinates. A linear activa-
tion function is employed for the final layer, and leaky
rectified linear activation shown in (1) is used for all
other layers.

∅(x) =
{
x, if x > 0
0.1x, otherwise

(1)

The YOLO algorithms are strong enough to handle
multi-class classification. Image or object detection
consists of two tasks:

(1) Image classification
(2) Object localization

Through the image classification algorithms, the
type or class of an object is predicted. In contrast, object
localization algorithms find the object in the image and
represent it with a bounding box.

YOLO uses one of the best architectures of neu-
ral networks. Due to its simplicity, high accuracy, and
high processing speed, YOLO has become a highly pre-
ferred object detection model. It predicts a class and
the bounding box that defines the object’s location on
the input image. Each bounding box recognizes four
members:

(1) (bx; by) as the centre of the bounding box
(2) (bw) as the width of the box
(3) (bh) as the box height

In addition to this, it predict the corresponding
number c for the predicted class and probability of the
prediction (Pc).

For example, the image is divided into a grid, a 3× 3
grid. Through the grid, it becomes easy to detect one
object per grid cell compared to one object per image.

Figure 5. Plot of some prominent features.

In the next step, each grid cell is described by a vector.
For example, in the case of brainMRI image, two classes
are defined such as Normal and Abnormal, then it is
described as:

Cr,c = (Pc, bx, by, bw, bh, C1, C2)

Where Cr,c represents the corresponding grid cell, for
example, the first cell from the 3× 3 grid is represented
as C1,1. Pc is the probability of the object class, bx and by
are the coordinates of the centre of the bounding box,
bh, and bw are the height and width of the bounding
box relative to the entire image, and C1 and C2 are rep-
resented for the class, i.e. C1 for the “Anemia” and C2
for the “Subtypes”. The value of C1 and C2 is 0 and 1,
depending on which class represents the bounding box.
Algorithm (1) enlists various steps involved in imple-
menting YOLOv6 for detecting and classifying brain
tumours.

The YOLOv6 algorithm quickly accesses the trained
data, even though it is also available in pretrained for-
mat. In our research, the classification is done to find
two significant constraints: anemia and its subtypes.
The classification algorithm performs the classifica-
tion quickly and effectively if only relevant features are
extracted and fed to the classifier for data analysis. Fea-
ture extraction brings more preciseness and clarity to
the image, which defines the body’s colour, texture, size,
and edges. Feature extraction is crucial for reducing
the classifier’s complexity to classify an image’s char-
acteristics. Nearly 13 features were extracted from the
blood samples. Through extensive analysis, it was found
and observed that only five features are relevant and
sufficient for detecting anemia and its subtypes. Table
2 gives some valuable features required to analyze the
blood samples, such asmean, standard deviation, Skew-
ness, Kurtosis, and Homogeneity. Figure 5 plots these
prominent features for ten randomly selected images.

4. Results and discussion

As we age, a small change occurs in the blood’s chemi-
cal composition. This aging process leads to a decrease
in the total body water, resulting in a drop in the fluid
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Table 2. Prominent features.

Metrics Formulae

Mean (M) M =
(

1
n×m

) n−1∑
0

m−1∑
0

f (n,m)

where n and m are image size. A lower value
indicates good amount of noise elimination
from the image.

Standard deviation (SD) SD =
√(

1
n×m

n−1∑
0

m−1∑
0

(f (n,m) − M)2
)

A higher value indicates better intensity level
and high contrast among edges of an image.

Entropy (E) E = −
m−1∑
m=0

n−1∑
n=0

f (n,m)log2f (n,m)

Higher value of entropy indicates more
information contents and also indicates better
imperceptibility.

Skewness (Sk) Sk = 1
m×n

∑ |(f (n,m)−M)3|
SD3

Skewness is a measure of symmetry or the lack
of symmetry. Low value indicates better
anemia detection.

Homogeneity (H) H =
m−1∑
m=0

n−1∑
n=0

1
1+(x−y)2

f (x, y)

Homogeneity may have a single or a range of
values so as to determine whether the image is
textured or non-textured. Less or no variation
indicates better anemia detection.

content and blood volume. Additionally, evidence sug-
gests a decrease in the production of red blood cells
(RBCs) in response to disease or stress. A total of 551
female participants provided samples, ranging in age
from 13 to 82 years. It was observed that the average
age of the women at the camp was 49 years old. Most
of the women in the camp have a mean age of 60 years,
clustered around this age with a standard deviation of
17 years.

Data regarding age provides valuable insights into
the socioeconomic status and demographic character-
istics of the women residing near Juni Shukravari. It
is worth mentioning that these women belong to the
lower-income bracket and are facing economic hard-
ships.

Algorithm 1 Classification algorithm using YOLO

1. Import the required packages, and libraries
2. Select threshold value (0.5), box condence score, and box class
probability

3. Calculate score, boxes, and classes
4. Calculate IoU between two boxes

IoU = Area of Overlap
Area of Union

5. Select non-max suppression
6. Select value of the shape (19, 19, 5, 7) randomly and then
predict the bounding boxes

Y =

Pc
bx
by
bh
bw
C1
C2

7. Generate suppressed boxes from the output of CNN
8. Find the prediction for a random volume
9. Apply pre-trained YOLO algorithm on new images
10. Generate the prediction of bounding boxes and save the
images (Im1)

11. Get an image and make predictions using the predict function
12. Plot the predictions

A measure used to measure the amount of
hemoglobin in the bloodstream is called hemoglobin
concentration (Hb). The reference range for hemoglobin
levels in adults is defined as follows: Adult males:
hemoglobin levels ranging from 13.8 to 17.2 grams per
decilitre (g/dL).

Adult females: hemoglobin levels ranging from 12.1
to 15.1 g/dL.

Figure 6 shows the scatter plot between the age of the
participants and theirHb count value. The investigation
showed an average hemoglobin count of 11.67 g/dL,
with a 1.33 standard deviation.

None of the women assessed had hemoglobin levels
higher than 15 g/dL; the maximum amount measured
was 14.2 g/dL (minimum: 6.9 g/dL). These results show
that women in this location are more vulnerable to
anemia, but they are less likely to be polycythemia-
prone.

RDW (Red Blood Cell DistributionWidth) is amea-
sure that shows how variable the size of the red blood
cells is inside a blood sample. Increased RDW% lev-
els indicate increased variability in red blood cell sizes,
which is linked to the emergence of several medical
disorders, including different types of anemia. On the
other hand, lower RDW% values are associated with
particular diseases marked by an abnormal consistency
in red blood cell size.

Figure 7 shows the scatter plot between the age of
the participants and their RDW% value. The analy-
sis showed that the RDW (in percentage) value ranges
from a minimum of 12.3% to a maximum of 21.3%,
with an average value of 14.59%.

High RDW% results can be used as a proxy for
several medical disorders other than anemia, such as
persistent inflammation and certain vitamin deficien-
cies. This test allows participating healthcare facilities
to identify at-risk patients sooner and possibly prevent
medical emergencies.

The average size or volume of red blood cells in a
specific blood sample is determined by measuring the
mean corpuscular volume (MCV).

Figure 8 shows the scatter plot between the age
of the participants and their MCV value. The mean
MCV value was determined to be 81.45, indicating that
the MCV measurements for all female participants fell
within the defined reference range, with a recorded
minimum of 2 and a maximum of 106.

Red blood cell count measures a given amount of
red blood cells. Reduced red blood cell count has been
associated with several health issues, such as iron or
vitamin deficiency anemia, long-term medical condi-
tions, and blood loss. By contrast, conditions including
lung disease, dehydration, and polycythemia vera are
associated with an increased red blood cell count or
erythrocytosis.

The standard reference range for RBC count is estab-
lished as follows:
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Figure 6. Age Vs Hb count.

Figure 7. Age Vs RDW% value.

Figure 8. Age Vs MCV value.

Figure 9. Age Vs RBC value.
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Figure 10. Age Vs M-Index value.

In adultmales: A range of 4.5 to 6.0million red blood
cells per microliter.

In adult females, A range of 4.0 to 5.5 million red
blood cells per microliter.

Figure 9 shows the scatter plot between the age of the
participants and their RBC value. The investigation’s
findings have shown that the average red blood cell
count is 4.37, with a minimum of 2.6 and a maximum
of 5.74, with a variance of 0.5.

TheMentzer Index (M-Index) divides themean cor-
puscular volume (MCV) by the red blood cell count
(RBC). It is used to differentiate between different types
of Anemia, especially iron deficiency anemia.

Figure 10 shows the scatter plot between the age of
the participants and their M-Index value. Our findings
demonstrate that the mean value of the M-INDEX is
19.56, indicating that women in the area under study

would have more red blood cells relative to their total
red blood cell count. A distinctive observation like
this suggests that iron deficiencyAnemia, characterized
by an inadequate iron supply to facilitate hemoglobin
formation, may be observed.

The experimentation gives superior analysis and
assessment of different blood parameters. The pro-
posed data analysis and deep learning algorithm
achieved average values of hemoglobin count 11.67 g/dL
with a 1.33 standard deviation, RDW 14.59%, MCV
81.45, RBC 4.37 per microliter with a variance of
0.5, and M-Index 19.56. Also, the experimental results
achieved 97.60% accuracy on 448× 448 resolution
images and 93.41% on 224× 224 resolution images,
demonstrating the effectiveness of the proposed tech-
nique for classifying anemia and its subtypes. The
experimental results indicate better overlap between

Figure 11. Quality parameters for raw data.

Figure 12. Quality parameters for age.
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Figure 13. Quality parameters for hemoglobin count.

Figure 14. Quality parameters for RDW.

Figure 15. Quality parameters for MCV.

Figure 16. Quality parameters for RBC.
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Figure 17. Quality parameters for M-Index.

the automated identification of anemia and manual
detection by the experts.

4.1. Comparative analysis

For the proper validation of the proposed system, all
the quality parameters such as min (minimum value),
max (maximum value), average (mean), mode, vari-
ance, and standard deviation for the proposed entity,
such as age, hemoglobin (Hb) count, RDW%, MCV,
RBC, and M-Index is calculated. For its better anal-
ysis, understanding, and interpretation, its graphical
representation is shown in Figures 11–17.

5. Conclusion and future work

This study has illuminated various hematological indi-
cators essential for knowing the health state of the
women living in the region that was investigated. Anal-
ysis of hemoglobin levels, counts of red blood cells,
mean corpuscular volume, and the Mentzer Index have
yielded important information about the incidence of
various forms of anemia, the possibility of an iron
shortage, and the morphological features of red blood
cells. According to our research, women in the areamay
be prone to iron deficiency anemia, having more red
blood cells than total red blood cells. Furthermore, the
examination of MCV values and RBC counts indicates
that although the women’s RBC counts are typically
within the reference range, their red blood cells might
be more prominent.

These findings are significant because they may
help policymakers and medical professionals under-
stand whether community-based iron deficiency and
anemia may be addressed with focused interventions.
By identifying these health trends, relevant author-
ities and healthcare professionals can put necessary
measures in place to improve the population’s general
well-being.

Moreover, usingmeasures such as RDW, RBC count,
and MCV has provided an extensive understanding of
the fundamental elements influencing fluctuations in
hematological parameters. These insights greatly help

public health experts and medical professionals try-
ing to create customized healthcare plans to deal with
specific health issues in the community.
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