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ABSTRACT
During the packaging process, it is essential to detect the steel stamping characters inside the
box to identify anymissing or repeated characters. Currently, manual detection suffers from low
efficiency and a high false detection rate. To address these challenges, a steel stamping charac-
ter recognition and analysis systembased onmachine vision has been developed. The enhanced
YOLOv7 detection method was employed for character identification, complemented by a sta-
tistical analysis approach to achieve automated judgment and detection. To address the issue
of size disparity between large and small characters, a small size anchor box and a larger detec-
tion head were integrated. Furthermore, modifications were made to the output structure of
the YOLOv7 prediction network to enhance multi-scale detection capabilities. The inclusion of
the location attention convolutionmodule bolstered global feature extraction, thereby enhanc-
ing the detection accuracy of similar characters. Moreover, the utilization of a hash table was
used to improve the efficiency of mapping steel stamping character recognition sequences. The
experimental results demonstrate that theenhancedmodel achieves anaccuracyof 99.83%,with
a processing efficiency of 10.5ms per single frame. These findings align with the performance
criteria for automatic recognition and analysis of steel stamping characters.
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1. Introduction

Currently, the utilization of machine vision detection
technology in industrial production and inspection
process is becoming increasingly widespread. It plays a
critical role in improving production efficiency, reduc-
ing costs andmaintaining product quality standards. As
image processing algorithms continue to demonstrate
improved detection capabilities and hardware perfor-
mance achieves breakthroughs, the deployment cost
of machine vision systems has significantly decreased.
This reduction has accelerated the adoption and pro-
liferation of machine vision systems in various sectors
such as spare parts assembly [1], electronics manufac-
turing [2], food inspection [3], packaging [4], industrial
robotics [5] and beyond.

Recent rapid advances in deep learning technol-
ogy have opened up new perspectives and avenues
for industrial machine vision detection [6]. Among
these, object detection methods [7] have gained signif-
icant traction in engineering endeavours due to their
broad applicability and straightforward implementa-
tion. Prominent object detection network architectures
include the well-known YOLO series [8–10].

Moreover, the integration of deep learning with
traditional machine vision has garnered significant
attention. For instance, a research paper proposes

a recognition method that combines deep learning
and multi-signal fusion [11]. Another study estab-
lishes a deep learning model for recognizing the wear
state of milling cutters [12], specifically designed to
extract character information from complex structures.
Machine learning also boasts extensive applications in
the realm of materials science. Notably, Hao Wang
and his colleagues achieve high predictive accuracy
in Time-Temperature-Transformation (TTT) diagrams
of stainless steel through a combination of machine
learning algorithms [13] and develop a comprehensive
machine learning model for predicting TTT diagrams
of high-alloy steels by integrating Random Tree, Ran-
dom Forest, Bagging, k-Nearest Neighbor, and Ran-
domCommittee techniques [14]. Furthermore, a schol-
arly article [15] introduces a hybrid machine learn-
ing model for forecasting the phase transformation
temperature and hardness of low alloy steel, achiev-
ing a remarkable classification model accuracy of up
to 100%. Likewise, another research endeavour [16]
employs various machine learning approaches to deter-
mine an appropriate model for predicting SH-CCT
diagrams for Ni-Cr–Mo steels, demonstrating strong
agreement with experimental data, as evidenced by
a robust correlation coefficient and minimal error
value. Additionally, deep learning finds widespread
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application in diverse fields such asmedicine [17], agri-
culture [18], energy [19], and beyond. However, when
faced with specialized application scenarios featuring
complex backgrounds, substantial variations in target
changes, and diverse detection requirements, attaining
optimal detection results using a uniform deep learning
network model algorithm proves challenging. Conse-
quently, adapting and enhancing the network model to
cater to different detection needs becomes imperative
to ensure more effective detection outcomes.

Steel stamping is awidely used for engraving individ-
ual numbers, letters, or special symbols on nameplates,
metalwork, ornaments, and various objects. During the
production process, steel stamps of diverse characters
and sizes are collated and packed into boxes based on
specific product specifications. Subsequently, the steel
stamping characters within each box undergo verifi-
cation to identify any potential omissions or dupli-
cates. With more than a dozen product specifications
for steel stamping, each specification entails a distinct
set of steel stamping characters, leading to a substan-
tial verificationworkload.Currently,manual inspection
remains the predominant method for steel stamp veri-
fication in the majority of production enterprises, with
some companies resorting to multiple verification pro-
cesses, ultimately resulting in escalated labour costs and
diminished productivity.

In response to these challenges, this paper presents
a machine vision approach for automated recognition
and analysis of steel stamping characters. Firstly, a
machine vision image acquisition system was devel-
oped to establish a comprehensive dataset, involv-
ing the design of an optimal lighting scheme tailored

to the stamping material and the capture of sample
images under varied conditions. Secondly, the YOLOv7
object detection network [20] was employed to train
the model for recognizing steel stamping characters.
To address the size disparity between large and small
characters, a small anchor box and a large-scale detec-
tion head were integrated, accompanied by modifi-
cations to the output structure of the YOLOv7 pre-
diction network. Thirdly, to mitigate issues related to
misrecognition of similar characters, a location atten-
tion convolution module was introduced to enhance
global feature extraction and improve the accuracy of
detecting similar characters. Lastly, to tackle the chal-
lenge of traversing characters with high statistical time
complexity, a hash tablewith low complexitywas imple-
mented to enhance themapping efficiency of sequences
for steel stamping character recognition. The proposed
enhanced method for steel stamping character recog-
nition based on YOLOv7 and the utilization of a hash
table for statistical analysis of characters contribute to
automated character recognition anddetection, thereby
boosting production efficiency and reducing labour
costs.

2. Components of steel stamping detection
system and data set

2.1. Structure of steel stamping visual detection
equipment

The steel stamping visual detection equipment com-
prises an equipment rack, an image acquisition unit, a
character recognition and analysis unit, a
human–computer interaction unit, and other essential

Figure 1. Structure of steel stamping character visual detection equipment. 1. Rack 2. Industrial Lens 3. Industrial Camera 4. Light
Source Controller 5. Character Recognition and Analysis Unit 6. Flat Light Source 7. Detection Workbench 8. Touch Screen.
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components. The image acquisition unit is composed
of an industrial camera, an industrial lens, a flat light
source, and a light source controller, as illustrated in
Figure 1.

The equipment rack is constructed using aluminum
alloy profiles and sheet metal parts, housing the elec-
tric control box, testing table, brackets, and additional
elements. Within the electric control box are the image
acquisition unit and the character recognition and anal-
ysis unit. The industrial camera utilized in the image
acquisition unit is the Hikvision MV-CA016-10GM,
boasting a resolution of 1440× 1080 pixels. The MVL-
MF1618M-5MPE lens features a focal length of 16mm.
The flat light source measures 320 mm x 240 mm,
while the light source controller, MV-LE100-120W24-
4D, operates at 120W and 24 V.

The character recognition and analysis unit for
steel stamping comprise character detection using the
YOLOv7 model and character sequence sorting analy-
sis employing a hash table. This unit runs on an indus-
trial control computer with GPU hardware acceleration
and interfaces with a PLC control system equipped
with an automatic feeding conveyor and an infrared
trigger sensor. As the conveyor delivers steel stamp-
ing products to the detection workbench, the infrared
sensor triggers the PLC control system to prompt the
industrial camera to capture images. These images
are then processed by the steel stamping character

model for detection, with the recognized character
sequence subsequently outputted. The identified char-
acter sequence undergoes sorting analysis to ascer-
tain its conformity. Product specification information is
configured via the software interface, with the specifica-
tion parameters remaining consistent for each batch of
products.

2.2. Flow of steel stamping character visual
detection system

The steel stamping character visual detection system
comprises three main components: offlinemodel train-
ing, product specification parameter setting, and online
detection, as depicted in Figure 2.

(1) Offline Model Training: This initial stage involves
creating a dataset of steel stamping samples and
conducting model training. The dataset is gener-
ated by producing steel stamping samples, which
are then utilized for offline model training with
the aim of developing a recognitionmodel for steel
stamping characters.

(2) Product Specification Parameter Setting: In this
phase, product specification parameter setting
entails collecting and inputting information regard-
ing existing product specifications. The system
processes the imported product specification data

Figure 2. Flow chart of recognition and analysis system of steel stamping character.
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to create a priori product specification hash table.
Product specifications can be selected and config-
ured through the software interface.

(3) Online Detection: Online detection encompasses
the recognition and analysis of steel stamping
characters in real-time. Upon the arrival of a
steel stamping product at the designated detec-
tion area, the system activates the light source and
industrial camera to capture images. Subsequently,
the system utilizes the offline training model file
for image recognition and produces the charac-
ter recognition sequence. This sequence is then
compared against the priori product specification
hash table for judgment processing. Consistency
between the character recognition sequence and
the priori product specification indicates the cor-
rectness of the current steel stamping combination;
any disparities signify an abnormal combination.
Anomalous characters are flagged, and both the
image and judgment results are displayed on the
software interface for review.

2.3. Steel stamping character data set

There are over a dozen distinct product specifications
for steel stamping. This study gathers eight represen-
tative types of specifications, each varying in factors
such as metal surface painting, type and size of char-
acter mold utilized. Table 1 presents the specifics of
each product specification along with the correspond-
ing number of collected samples.

To accommodate the practical detection environ-
ment in the field, various image acquisition schemes
have been devised. These schemes encompass four
key elements: steel stamping product specifications,
placement position, placement angle, and light
intensity.

(1) Steel stamping product specifications: The steel
stamping production specifications consist of eight
distinct types (refer to Figure 3).

(2) Placement position: The placement position of the
steel stamping production is classified into nine
categories, spanning the entire image field of view.
These positions include upper left, upper middle,
upper right, middle left, centre, middle right, lower
left, lower middle, and lower right.

(3) Placement angle: The steel stamping productions
are randomly positioned at angles ranging from 0
to 360 degrees.

(4) Light intensity: The light intensity is regulated
using a light source controller within the param-
eter range of 0 to 255, segmented into five levels:
50, 100, 150, 200, and 255. A lower value indi-
cates darker illumination, whereas a higher value
signifies brighter lighting conditions.

By amalgamating these four criteria, a total of 3199
sample images have been amassed. This comprehensive
dataset enables robust analysis and effective training of
the steel stamping visual detection system.

Table 1. Stamp product specifications and image numbers.

Steel Stamping Product Specifications Number of Samples Metal Surface Coating Color Character Type Number of Character

Silver-red, long and thin-a 365 Silver 0-8, A-Z, & 36
Silver-orange, square and thick-b 361 Silver 0-8, A-Z, & 36
Silver-blue, short and thin-c 356 Silver 0–8 9
Silver-blue, long and thick-d 413 Black 0–8 9
Black-red, long and thick-e 442 Black 0-8, A-Z, & 36
Black-red, square and thin-f 441 Black 0-8, A-Z, & 36
Black-red, square and thick-g 469 Black 0-8, A-Z, & 36
Black-blue, short and thick-h 352 Silver 0–8 9
Total 3199 - - -

Figure 3. Sample images of steel stamps in different specifications. (a) Silver-red, long and thin (b) Silver-orange, square and thick
(c) Silver-blue, short and thin (d) Silver-blue, long and thick (e) Black-red, long and thick (f ) Black-red, square and thin (g) Black-red,
square and thick (h) Black-blue, short and thick.
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Figure 4. The tool LabelImg to label steel stamping characters.

Upon sample collection, LabelImg was employed as
the tool for sample production. Each sample undergoes
labelling using a horizontal rectangular box assigned to
each character. Within this rectangular box, numbers,
letters, or symbols are annotated to correspond with
the respective character. For instance, if the steel stamp-
ing character model is “M”, the corresponding label for
the character will be denoted as “M”, as illustrated in
Figure 4.

Subsequently, the dataset of 3199 steel stamping
samples was randomly partitioned into training, vali-
dation, and test sets in a ratio of 7:2:1. The distribution
of image samples across the sets is as follows:

• Training set: 2239 images
• Validation set: 640 images
• Test set: 320 images

2.4. System design and deployment
considerations

Ethical considerations, data privacy, and potential
biases play a pivotal role in the deployment of machine
vision systems, particularly within industrial settings.
Upholding responsible and ethical practices is essential
to safeguard individuals’ rights, prevent discrimination,
and uphold trust in these systems. Key ethical consid-
erations encompass minimizing harm, averting unfair
discrimination, and upholding privacy rights. Machine
vision systems heavily rely on extensive visual data
for training and operational purposes, raising concerns
about inadvertent bias absorption from the training
data, potentially resulting in biased outcomes.

In this study, the data under scrutiny pertains to
various types of steel stamping characters, devoid of
personal images, identifiable information, or sensitive

business data. Ensuring a diverse representation of
steel stamping products and a balanced distribution
of classes within the dataset further mitigates biases.
The deployment of the detection system is confined to
a single device interfacing with the internal produc-
tion management system, with no integration of data
into external networks. Consequently, meticulous con-
sideration of these factors has guided the design and
implementation of the machine vision detection sys-
tem, aligning with applicable requirements and ethical
standards.

3. Steel stamping recognition and analysis
methods

3.1. Enhanced YOLOv7-based steel stamping
character recognitionmethod

The rationale behind improving the algorithm model
stems from various considerations. Firstly, in actual
system deployment, fixed camera and lens parame-
ters constrain modifications to the captured image’s
field of view. Additionally, significant size discrepancies
exist among different steel stamping characters, with
smaller characters being prone to recognition errors.
To address these challenges, the network model incor-
porates small-size anchor boxes and large-scale pre-
dictions. Furthermore, enhancements are made to the
output structure of the YOLOv7 prediction network
to boost the model’s multi-scale detection capabilities
and enhance prediction performance, particularly for
small-size character models.

3.1.1. Enhancement of small-size anchor box
Anchor boxes serve as representations of the actual
label positions of target objects within the dataset.
The alignment between preset anchor boxes and real
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Table 2. Anchor box sizes of steel stamping samples.

Three sets of anchor boxes Four sets of anchor boxes after adding smaller size

Anchor box sizes

⎡
⎣

(18.46, 18.39) (20.28, 20.36) (22.80, 22.56)
(24.70, 24.27) (27.10, 28.92) (32.25, 33.06)
(34.97, 35.96) (38.04, 37.56) (40.20, 40.48)

⎤
⎦

⎡
⎢⎣

(14.36, 14.66) (16.77, 16.86) (18.73, 18.68)
(20.27, 20.36) (22.25, 22.70) (23.88, 23.28)
(25.08, 25.06) (27.73, 29.54) (32.53, 32.64)
(35.03, 36.01) (37.20, 39.25) (41.11, 41.42)

⎤
⎥⎦

Figure 5. Enhanced YOLOv7 structure of large-scale feature prediction network.

label boxes crucially impacts the model’s prediction
and regression accuracy. To enhance this alignment,
the K-Means clustering method [21] is employed for
statistical clustering on the dataset samples.

Upon comparing different sets of anchor box sizes,
it is observed that compared to the four sets of anchor
box sizes, the existing three sets lack data on small-sized
anchor boxes (as depicted inTable 2). Consequently, the
coverage of real label box data in the samples is com-
promised. As a remedy, the original three sets of anchor
boxes are expanded to four sets, introducing small-size
preset anchor boxes to enhance alignment with the real
label box positions.

3.1.2. Enhancement of large-scale feature
prediction
In order to complement the small-size anchor boxes,
a large-scale feature prediction structure is introduced
to both the bottleneck and prediction network. Build-
ing upon the original scales of 20× 20, 40× 40, and
80× 80, a 160× 160 large-scale prediction header is
incorporated to enhance feature extraction capabilities
for small-size targets.

Illustrated in Figure 5, within the bottleneck net-
work, additional modules are integrated, including the
UpSample module, Concat feature splicing module,
and ELAN (Extended Efficient Layer Aggregation Net-
work) module [20]. Following traversal through the
ELAN module, the network diverges into branches.
One branch undergoes reparameterization via the Rep-
Conv convolution module [22] to derive large-scale
prediction features sized at 160× 160× (36+ 5)× 3.
Simultaneously, the other branch proceeds through
the MP (MaxPooling) downsampling module, Concat
feature splicing module, and ELAN module to yield
three scale prediction features of 80× 80, 40× 40, and
20× 20. Notably, Figure 5 showcases the structural
depiction of the large-scale feature prediction network
implemented in this study, denoted by the green back-
ground blocks.

3.1.3. Location attentionmodule
Despite advancements, challenges persist due to fac-
tors like metal material variations, processing tech-
niques, character mirror effects, leading to issues such
as similar character appearances and subtle feature
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Figure 6. Network structure of CA location attention convolution module.

discrepancies. Notably, common recognition interfer-
ences include confusions between characters like “1”
and “I”, “7” and “T”, “5” and “S”, “W” and “M”,
among others. To mitigate these challenges, this study
delves into the shared disparities among similar char-
acters, pinpointing differences predominantly in local-
ized regions. Consequently, the conclusion is drawn
that enhancing features in specific areas can bolster
the model’s ability to differentiate similar characters,
elevating overall detection accuracy.

Building on the aforementioned analysis outcomes
and leveraging the existing feature enhancement mod-
ule, this paper advocates for the integration of the
CA (Coordinate Attention) location attention mecha-
nism [23] to refine the differentiation and recognition
of similar characters. The CA location attention mod-
ule encodes one-dimensional features across horizontal
and vertical spatial dimensionswhile preserving critical
location details.

By amalgamating spatial positional data from each
channel feature, it generates spatially selective atten-
tion features, amplifying location-aware characteristics.
Through this process, the CA location attention con-
volution module is introduced and seamlessly inte-
grated into the YOLOv7 feature extraction backbone
network. This strategic addition enhances local charac-
ter feature representations, consequently enhancing the
discrimination capability of similar characters. The net-
work structure of theCA location attention convolution
module is depicted in Figure 6.

The input feature map possesses dimensions
C×H×W. Initially, global average pooling (Adap-
tiveAvgPool2d) is implemented using pooling kernels
of dimensions H× 1 and 1×W, yielding horizon-
tal coded features with dimension C× 1×W and
vertical coded features with dimensions C×H× 1,
respectively. Subsequently, the coded features from
both directions are concatenated (Concat), followed
by sequential processing through a convolution mod-
ule (Conv2d), batch normalization module (Batch-
Norm2d), and activation function module (Swish).
This sequence produces a feature map with dimensions
C× 1× (W+H). The ensuing step involves splitting
(Split) the feature map based on the original height
and width parameters, resulting in two distinct feature
maps post-split: C× 1×W and C×H× 1. Subsequent

operations entail performing 1× 1 convolution and
applying the activation function (Sigmoid). Ultimately,
attentional weights in both height and width directions
are multiplicatively applied (Reweight) to the original
featuremapwith dimensionsC×H×W. The final out-
put comprises a feature map incorporating attentional
weight information, aligning its dimensions with those
of the initial input feature map.

3.2. Statistical analysis method based on hash
table

Uponpredicting the steel stamping image, the improved
model generates an unordered sequence of character
recognition results denoted as X. To ascertain any dis-
parities between this unordered sequence X and the
predetermined ordered sequence Y of steel stamping
characters, a data comparison process is initiated to
detect potential omissions or duplications. In a bid to
streamline the efficiency of comparing X and Y , this
study employs a hash data structure to establish a hash
table corresponding to the priori sequenceY . The char-
acter labels within the predicted sequence X are metic-
ulously mapped to the predetermined sequence Y. This
mapped data undergo accumulation and a single traver-
sal to facilitate differential statistics calculation with
a time complexity of O(n). The detailed algorithmic
implementation unfolds as follows:

Step 1: Select the product specification and create
a hash table for the predetermined sequence Y , tai-
lored to the current product’s character count. Initialize
mapping data to 0.
Step 2: Acquire images for model prediction to gener-

ate the predicted sequence X.
Step 3: Initiate loop traversal with index i set to 0,

iterating through the predicted sequence X.
Step 4: Retrieve the label of the i-th character in X,

denoted as X[i].
Step 5: Utilize X[i] to locate the corresponding

mapping data Y[X[i]] in the hash table for the
sequence Y .
Step 6: Aggregate the mapping data Y[X[i]] by incre-

menting it by 1 in the hash table.
Step 7: Increment traversal index i by 1. If traversal is

complete, proceed to step 8; else, return to step 4.
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Table 3. Experimental results of improved YOLOv7-based steel stamping character recognition method.

Module type LargeScale CA mp mr mAP@0.5 mAP@0.5:0.95 Time consumption /ms

YOLOv7 × × 98.6% 98.3% 98.2% 76.8% 8.4
YOLOv7+ LargeScale

√ × 99.0% 99.1% 98.9% 77.7% 10.0
YOLOv7+ CA × √

99.3% 99.0% 99.2% 77.9% 9.0
YOLOv7+ LargeScale+ CA

√ √
99.2% 99.3% 99.3% 78.0% 10.5

Step 8: Capture mapping statistics for each character
from the hash table.
Step 9: Evaluate the mapping data within the hash

table: absence of data (0) denotes a missing character,
presence of data (1) signifies a normal character, while
data exceeding 1 indicates character duplication.

4. Experimental results analysis and system
implementation

4.1. Model training environment

The training environment for the steel stamping char-
acter dataset comprises:

• Operating System: 64-bit Ubuntu 18.04
• Processor: Intel Core i9-10900X@3.70 GHz with 20

cores
• RAM: 32GB
• Graphics Card: NVIDIA TITAN RTX with 24GB

video memory
• DeepLearning Framework: YOLOv7with preloaded

weights
• Number of Batch Images: 24
• Model Input Image Size: 640× 640 pixels
• Backpropagation Optimizer: Stochastic Gradient

Descent (SGD)
• Initial Learning Rate: 0.01
• Cosine Annealing Parameter: 0.1
• Image Preprocessing Enhancement Factor: 1.0

4.2. Experimental results and analysis

4.2.1. Experimental results of enhanced
YOLOv7-based steel stamping character recognition
method
In order to evaluate the efficacy of the enhanced
large-scale feature prediction and integration of the
CA positional attention module, this study undertakes
a comprehensive quantitative and qualitative analysis
of the improved method’s performance. The assess-
ment encompasses model evaluation metrics and prac-
tical test outcomes. Experimental datasets encompass
YOLOv7 model training data, data post-enhanced
large-scale feature prediction, data post-CA positional
attention module inclusion, and data reflecting the
amalgamation of both enhancements. Detailed exper-
imental results are presented in Table 3.

Figure 7 illustrates the confusion matrix encom-
passing the steel stamping character classes, totalling
36 distinct classes inclusive of numbers 0-8, capital

Figure 7. Confusion matrix of the steel stamping character
classes.

letters A-Z, and the special symbol “&”. Within the
confusion matrix, the X-axis denotes the true class
labels, while the columns represent predicted classes.
Instances labelled as background FN signify non-
recognition instances. The colour intensity within the
matrix delineates the associated probabilities for each
class: darker shades correspond to higher probabili-
ties assigned. For instance, considering class “8”, the
intersection between the true class and the predicted
class exhibits the darkest colour, indicating the high-
est likelihood of accurate identification for class “8”.
Notably, Figure 7 portrays a clustered distribution along
the diagonal axis across all classes, underscoring the
improved model’s adeptness in effectively fulfilling
detection tasks for individual classes.

Impact of enhanced large-scale feature prediction:

• Concerning model evaluation metrics, the inclusion
of large-scale feature prediction results in a recall
rate (mr) of 99.1% and a model precision (mp) of
99.0%. This enhancement represents an increase of
0.8 and 0.4 percentage points, respectively, com-
pared to the original model. Notably, the more sub-
stantial improvement in recall rate than in precision
signifies enhanced coverage across different charac-
ter sizes by the model.

• In terms of actual test results, depicted in Figure 8(a)-
(b), proficient recognition of both large-size and
small-size characters is accomplished within the
same field of view. These empirical findings
corroborate the observed trends in the evaluation
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Figure 8. Enhanced recognition performance of steel stamping characters utilizing improved YOLOv7.

metrics data, thus affirming the efficacy of the
enhancement.

Introduction of CA location attention effect:

• Regarding the model evaluation metric, the model
precision (mp) rises to 99.3%, surpassing the original

model by 0.7%, while the recall rate (mr) remains
relatively stable.

• Analysis of actual test results in Figure 8(c)-(f)
reveals that in the absence of the CA location
attention module, the character “M” in Figure 8(c)
is misclassified as “N”, and the character “7” in
Figure 8(e) and 8(f) is also inaccurately identified
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Table 4. Experimental results of the enhanced YOLOv7 and
other object detection algorithms.

Network Model mp mr mAP@0.5 mAP@0.5:0.95 FPS(Hz)

Faster-RCNN 75.6% 80.1% 73.2% 45.5% 16.9
SSD 72.2% 78.4% 71.5% 43.9% 22.8
YOLOv3 87.3% 83.6% 85.8% 51.3% 54.4
YOLOv5s 96.8% 93.7% 95.4% 68.2% 162.3
YOLOv7 98.6% 98.3% 98.2% 76.8% 119.0
Ours 99.2% 99.3% 99.3% 78.0% 95.2

as “N”. However, upon integrating the CA loca-
tion attention module, both the character “M” in
Figure 8(d) and the character “7” in Figure 8(f) are
correctly recognized. These test outcomes under-
score the capacity of the CA location attentionmod-
ule to enhance the recognition performance of sim-
ilar characters, aligning with the accuracy trend
observed in the evaluation metric.

Combined impact of enhanced large-scale feature
prediction and CA location attention:

• The model precision (mp) is 99.2%, and the recall
rate (mr) is 99.3%, aligning with the individual
enhancements when introduced separately.

• Figure 8(g)-(j) showcase improved recognition for
both large and small-sized characters, as well as sim-
ilar characters.

In conclusion, upon analyzing the model evaluation
metric data and comparing actual test results, it can
be deduced that the enhancement of large-scale fea-
ture prediction alongside the introduction of the CA
location attentionmodule boost the recognition perfor-
mance of small-sized characters and enhance differen-
tiation capability for similar characters. This validation
underscores the effectiveness of the proposed model
improvement in this study for the precise recognition
of steel stamping characters.

4.2.2. Comparison of variousmodel experiments
To further substantiate the efficacy of the proposed
enhanced method for steel stamping character recog-
nition, a comparative analysis was conducted using
the same dataset against other object detection mod-
els. This comparison included widely employedmodels
such as Faster R-CNN, SSD, YOLOv3, YOLOv5, and
the original iteration of YOLOv7. By scrutinizing the
experimental outcomes presented in Table 4, it is evi-
dent that the method proposed in this study outper-
forms other object detection techniques in terms of key
performancemetrics such as precision and recall on the
specified dataset.

4.2.3. Validation and efficiency assessment of hash
table statistical analysis method
In order to validate the effectiveness and operational
efficiency of the statistical analysis method for hash

Table 5. Results of hash table statistical analysis method and
alternative statistical approaches.

Statistical Analysis
Method

nested
double-loop
statistical
method

single-loop
statistical
method

hash table
statistical
method

Time Complexity O(n2) O(n) O(n)
Missing Character
Count Results

[“3”, “Q”] [“3”, “Q”] [“3”, “Q”]

Repeated Character
Count Results

[“8”, “O”] [“8”, “O”] [“8”, “O”]

Execution Time for
10,000 Runs in
Seconds

1.434 0.375 0.174

table character sequences, this study conducts compar-
ative experiments employing three distinct statistical
methods. The first method adopts a nested double-loop
statistical approach, where the outer loop signifies the
sequence of predicted results and the inner loop repre-
sents the sequence of a priori character types. The sec-
ond method employs a single-loop statistical approach,
involving traversing the predicted result sequence once
to tally the occurrences of each character stored in an
array. The third method leverages the hash table statis-
tical method proposed in this study, entailing a single
traversal of the predicted result sequence, identification
of the corresponding hash table, and subsequent data
statistics on character mapping.

To ensure the validity of the comparative experi-
ment, all three methods are evaluated using a standard-
ized character sequence encompassing characters from
0 to 8, A to Z, and the symbol “&”, totalling 36 char-
acters. Subsequently, two irregular characters are intro-
duced by altering the font “Q” to “O” and transforming
“3” into “8”. To accentuate the operational efficiency
disparity among the three methods, the number of sta-
tistical cycles is fixed at 10,000. Each method is tasked
with identifying missing and recurring characters, with
the statistical outcomes presented inTable 5. The results
demonstrate that all three statistical methods profi-
ciently discern the missing and recurring characters,
affirming their efficacy in character analysis.

Regarding operational efficiency, the hash table sta-
tistical method exhibits a time complexity of O(n) and
consumes a mere 0.174 s. This method notably outper-
forms the nested double-loop statistical approach and
surpasses the single-loop statistical method by more
than 1 fold, underscoring the superior efficiency of the
hash table statistical methodology.

4.3. Implementation of steel stamping visual
detection system

4.3.1. Steel stamping visual detection and analysis
software
The steel stamping visual detection and analysis soft-
ware encompasses image acquisition, character recog-
nition, character sequence sorting statistical analysis,



1238 C. WENMING ET AL.

Figure 9. Software interface of the steel stamping visual detection and analysis system.

database storage, and other vital functionalities. The
software interface comprises five primary sections:
character recognition results display area, image dis-
play area, position labelling area, operation area, and
judgment results area.

The character recognition results display area show-
cases outcomes derived from the hash table statistical
analysis of the character sequence. It employs three dis-
tinct background colours to signify the frequency of
each character. A green background indicates a charac-
ter occurring once, blue denotes characters occurring
less than once, and red highlights characters appearing
more than once. This section facilitates swift identifica-
tion of missing or duplicated characters.

The image display area presents the current test
image, while the position labelling area delineates the
locations of recognized characters within the image.
Anomalies are highlighted with a red rectangular box,
whereas normal characters are denoted by a green rect-
angular box. This feature aids in pinpointing the posi-
tions of irregular characters effectively.

The operation area enables the selection of steel
stamping product specifications and offers control
functions for the system. Meanwhile, the judgment
results area exhibits the current test product recogni-
tion outcomes. A display of “OK” signifies normalcy
across all tests, whereas the presence of an abnormal
character prompts the display of “NG”. For instance, as
illustrated in Figure 9, characters such as “S” and “V”
are depicted with a blue background to indicate their
absence, while characters like “2” and “N” are flagged
with a red background to denote repetition. Simulta-
neously, the image display area showcases red rectan-
gular boxes marking the positions of each irregular
character.

4.3.2. Online testing of the steel stamping visual
detection system
During the online detection phase, 100 units each of
eight distinct steel stamping product specifications are
randomly sampled from the qualified production batch,
amounting to a total of 800 identified and analyzed
qualified steel stamping products by the system. Each
product corresponds to one of the available eight speci-
fications and undergoes recognition and analysis within
the system. The recorded recognition data for each
product encompasses the count of accurately recog-
nized characters, missed characters, and erroneously
detected characters.

As depicted in Table 6, the analysis reveals that
among the 800 randomly selected qualified steel stamp-
ing products, constituting a cumulative total of 20,700
characters, no characters are missed during the recog-
nition process, signifying comprehensive character
recognition by the system. However, there are 35
instances of misdetected characters, indicating errors
in the system’s classification of character types. Upon
statistical scrutiny of the online test findings, it is deter-
mined that the overall accuracy rate for steel stamping
characters stands at an impressive 99.83%. This under-
scores the system’s adherence to requisite performance
standards for real-time online testing.

5. Conclusion

This study introduces a steel stamping detection and
analysis system based on machine vision technology
to achieve efficient and precise detection as well as
statistical analysis of steel stamping characters. The sys-
tem integrates the enhanced YOLOv7 method with the
hash table statistical analysis approach to automate the
recognition and analysis of steel stamping characters.
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Table 6. Online test results of steel stamping products.

Steel Stamp Product Type

Number of
Sampled
Products

Number of
Characters per
Individual
Product

Total Number
of Characters

Number of
Missed

Characters

Number of
False Positive
Characters

Character
Recognition
Miss Rate(%)

Character
Recognition
Accuracy (%)

Silver-red, Long and Thin 100 36 3600 0 5 0 99.86
Silver-orange, Square and Thick 100 36 3600 0 4 0 99.89
Black-red, Long and Thick 100 36 3600 0 6 0 99.83
Black-red, Square and Thin 100 36 3600 0 7 0 99.81
Black-red, Square and Thick 100 36 3600 0 5 0 99.86
Silver-blue, Short and Thin 100 9 900 0 3 0 99.67
Silver-blue, Long and Thick 100 9 900 0 2 0 99.78
Black-blue, Short and Thick 100 9 900 0 3 0 99.67
Total 800 - 20700 0 35 0 99.83

To address challenges related to variations in the
sizes of steel stamping characters, a small-size anchor
box and a large-scale detection head are added. Further-
more, an improvedYOLOv7 prediction network output
structure is proposed to enhance the model’s multi-
scale detection performance. To mitigate issues arising
from recognition interference among similar charac-
ters, the CA location attention convolution module is
introduced to augment the model’s accuracy in dif-
ferentiating similar characters. The model achieves a
precision rate of 99.2%,with a single-frame image infer-
ence duration of 10.2 ms, meeting stringent real-time
operational requirements.

Subsequently, a steel stamping visual detection sys-
tem is designed and developed. Through online test-
ing, the character recognition accuracy of the proposed
visual detection method reaches 99.83%, fulfilling the
performance benchmarks for automated detection and
analysis of steel stamping characters.

In the next phase, we plan to develop an automated
product loading and sorting system employing a six-
axis robotic arm. Integration of the visual steel stamp
character recognition and detection system proposed
in this study into the system will facilitate automated
sorting operations. By executing hand-eye calibration,
the conversion of the image coordinate system to the
robot coordinate system will be accomplished. Ulti-
mately, the robot gripper will be deployed to identify
and replace abnormal characters with normal ones,
streamlining the automation of steel stamping product
sorting processes.
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