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ABSTRACT

Speech emotion recognition (SER) is attractive in several domains, such as automated translation,
call centres, intelligent healthcare, and human-computer interaction. Deep learning models for
emotion identification need considerable labelled data, which is only sometimes available in the
SER industry. A database needs enough speech samples, good features, and a better classifier to
identify emotions efficiently. This study uses data augmentation to enhance the amount of input
voice samples and address the data shortage issue. The database capacity increases by adding
white noise to the speech signals by data augmentation. In this work, the Mel-frequency Cepstral
Coefficient (MFCC) and Mel-frequency Magnitude Coefficient (MFMC) features, along with a one-
dimensional convolutional neural network (1D-CNN), are used to classify speech emotions. The
datasets utilized to estimate the model’s enactment were AESDD, CAFE, EmoDB, IEMOCAP, and
MESD. The data augmentation with the 1D-CNN (MFMC) model performed best, with an average
accuracy of 99.2% for AESDD, 99.5% for CAFE, 97.5% for EmoDB, 92.4% for IEMOCAP and 96.9%
for the MESD database. The proposed 1D-CNN (MFMC) with data augmentation outperforms the
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1D-CNN (MFCC) without data augmentation in emotion recognition.

1. Introduction

Speech is the most effective, widespread, and natural
mode of human communication. A speech signal con-
veys information about the speaker’s gender, age, lan-
guage, dialect, and emotional state in addition to con-
veying a message [1]. One method that has emerged due
to technological advancement to enhance and expe-
dite human-computer contact is speaking to a machine.
Because of this, researchers have looked into various
strategies over the last few decades to improve spoken
communication’s efficacy using technologies like voice
and speaker recognition [2]. One of the primary goals
of speech emotion recognition is to generate a machine
that can hear and react like a human and produce dif-
ferent types of emotions found in speech. Simulating
the distinctive relationship between the information a
microphone picks up and the accompanying emotion
is the main challenge [3]. Speech can express emotions
either consciously or unconsciously, thanks to the neu-
rological system. Emotional speech recognition recog-
nizes a person’s emotional state from their voice. Due to
its numerous uses in many fields, emotion identification
is gaining prominence in the detection of frustration,
disappointment, surprise, and amusement [4].
Spectral-based features like MFCC, log-frequency
power coeflicients (LFPC), log-mel spectrograms

(LMS), linear prediction coefficients (LPC), and MFCC
[5-8] are among the most common feature types [9].
However, SER’s poorer accuracy in detecting emotions
remains a challenge. The difficulties arise because var-
ious people express emotions differently, standardized
databases are available, and the same speech signals
might convey multiple emotions based on the circum-
stances [10]. We investigated the feature significance
for every classifier using feature importance method-
ologies [11]. MFMC and MFCC characteristics achieve
speech emotion categorization in this study.

Deep learning (DL) has recently attracted much
attention from the research community. The feature
extraction procedure has been mechanized in DL
[12]. As a result, hidden patterns can be successfully
found even in the manually extracted features, enhanc-
ing the SER operation’s performance. However, cus-
tomized features have been very successful for SER.
Researchers working on emotion recognition are pay-
ing much attention to deep learning algorithms [13].
Generally, DNNs perform better than regular neural
networks (NNs). However, they frequently cause over-
fitting issues and need a lot of training samples to over-
come them. Restricted Boltzmann Machines (RBMs),
a DL approach developed initially, are used in the
Deep Belief Network (DBN). DBN is faster than a
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standard neural network because of the use of RBM.
Later, convolutional neural networks (CNN) gained
much traction because of their enhanced discrimina-
tive power over DBN. Convolution, pooling, tangent
squashing, rectifier, and normalizing make up a stan-
dard CNN algorithm [14]. To build a progressive hier-
archy of usable features, CNN uses feature extractions
and a few convolutional stacks [15]. Convolutional lay-
ers and subsampling layers follow a hierarchical NN
structure [16]. The 1D CNN model works well in time-
series data and has shown tremendous potential for
speech-emotion classification tasks. In this work, we
have analyzed speaker-independent emotion recogni-
tion from speech using 1D-CNN (MFCC) and 1D-
CNN (MFMC) models with and without data augmen-
tation.

Many deep learning (DL) models have been search-
ing to increase the accuracy of speech emotion iden-
tification, including deep CNNss, recurrent neural net-
works (RNN), and long short-term memory (LSTM)
networks. Due to difficulties in collecting, speech emo-
tion corpora are often tiny and deficient datasets. The
performance of the DL models is constrained since they
are prone to overfitting. This aims to identify the most
beneficial kind of data augmentation and the quantity
of data augmentations needed to solve the SER issue.
This data augmentation technique permutes the origi-
nal data with noise to generate fresh voice samples from
a given dataset. This study examined 1D-CNN (MFCC)
and 1D-CNN (MFMC) models with and without data
argumentation for speaker-independent emotion iden-
tification from speech. The critical influence of this
study is as given below:

e We thoroughly examined the literature on speech
emotion recognition and discovered that speech
emotions are hybrid, including spectral and spa-
tial information. According to the literature, both of
these traits provide crucial data for recognizing emo-
tions. The present SER systems don’t have DA with
CNN architecture to learn high-level deep features
and recognize the emotions present in the speech
signal. Due to this restriction, we suggested two
models for emotion recognition using 1D - CNN
(MFCC) and 1D - CNN (MFMC) models with and
without DA.

e This work is not only theoretical but also practical.
We aim to categorize the speech emotion using a 1D
CNN (MFCC) model and to detect the high-level
hidden supra-segmental characteristics from those
extracted segmental features during training. To
ensure the robustness of our research, we have used
multiple public speech emotion datasets, including
AESDD, CAFE, EmoDB, IEMOCAP, and MESD.
This diverse dataset allows us to achieve the high-
est detection accuracy, making our research more
applicable in real-world scenarios.

e Data augmentation is a key aspect of our model
training process. It not only enhances the number
of training samples but also decreases overfitting,
thereby improving the model’s generalization abil-
ity. The model that was trained with 60% of data
with DA shows a significant improvement in detec-
tion accuracy, validating the effectiveness of our
approach.

This paper deliberates the details of the workflow.
The sections are discussed as follows: The SER task’s
current literature review is presented in Section 2 to
help readers understand the current trend, develop
their perception, and identify areas for task improve-
ment. Specify the summary of the architecture datasets,
data augmentation methods, feature extraction proce-
dure, suggested model, and model training in Section
3. A thorough justification of the experimental find-
ings for the suggested speaker-independent individ-
ual model’s 1D-CNN (MFCC) and 1D-CNN (MFMC)
with data augmentation is provided in Section 4.
Section 5 serves as our conclusion and discusses
the issues facing SER research and potential future
directions.

2. Literature review

Taiba Majid Wani et al. [2] have presented the dis-
tinguishing silent discriminants and pertinent speech
emotion recognition characteristics. On spectrograms
produced from the SAVEE dataset, CNN and the Deep
stride CNN (DSCNN) were applied. The accuracy of
DSCNN architecture exceeds CNN, which has a pre-
diction accuracy of 87.8%. Dias Issa et al. [3] state
that emotion identification from speech is one of the
most challenging topics in data science. The architec-
ture uses MFCC features to classify emotions. This
framework achieves a recognition accuracy of 71.61%
for RAVDESS, 95.71% for EMO-DB, and 64.3% for
IEMOCAP audio categorization tasks.

Youddha Beer Singh et al. [4] proposed a technique
for recognizing emotions in speech using 1D CNN and
MFCC characteristics. This method is assessed using
RAVDESS, a prominent public speech corpus. Addi-
tionally, average accuracy was reported to be higher
(82.93%) compared to the current SER model with
lower computing costs.

Jothimani et al. [9] preprocessed the speech signals
before using the MFCC, ZCR, and RMS feature extrac-
tion techniques to dramatically increase emotion iden-
tification ability. A cutting-edge CNN is suggested for
improved emotion categorization. Recognition accu-
racy was obtained for the databases RAVDESS (92.6%),
CREMA (89.5%), SAVEE (84.9%), and TESS (99.5%).

Pan S-T and Wu H-J [12] provide a unique
machine-learning model for speech emotion identifi-
cation dubbed CLDNN, which integrates CNN, LSTM,



and DNN. The suggested model is experimentally eval-
uated using three databases: RAVDESS, EMO-DB, and
IEMOCAP. The findings show that the LSTM model
successfully represents the features recovered from the
1D CNN owing to the time-series nature of speech sig-
nals. Additionally, the data augmentation strategy used
in this research improves the recognition accuracy and
stability of the systems for various databases.

Vryzas et al. [17] have suggested a model for SER
based on the CNN framework. The AESDD is the
speech emotion dataset utilized to train and test the
model, and DA methods are also used. The accuracy
of the CNN architecture is 8.4% higher than that of the
SVM baseline model.

Seknedy et al. [11] tested SER utilizing RAVDESS,
EmoDB, and CaFE speech emotion datasets on three
commonly utilized languages: English, German, and
French. Four machine learning classifiers, such as SVM,
Random Forest, Multi-Layer Perceptron, and Logistic
Regression, were used. In terms of recognition rates and
overall running performance, SVM was determined
to be the best classifier, and its emotion recognition
rate was 70.56%, 85.97%, and 70.61% for RADVESS,
EmoDB, and café database, respectively.

To create samples for underrepresented emotions,
Chatziagapi et al. [14] examined DA utilizing gen-
erative adversarial networks (GANs). Two datasets,
IEMOCAP and FEEL-25k, were used to evaluate emo-
tion recognition. The GAN-based technique shows
a 10% relative performance gain in IEMOCAP and
a 5% improvement in FEEL-25k when the minor-
ity classes are added. Multiple augmenting approaches
were employed to supplement the training data and
simplify the model demonstration, as discussed by
Bautista et al. [15]. Mel-spectrograms were created
from raw audio data and used as input for a CNN
attention-based network. The test dataset achieves the
maximum degree of accuracy, with 89.33% for a parallel
CNN-Transformer network and 85.67% for a paral-
lel CNN-BLSTM-Attention network on the RAVDESS
dataset.

Atmaja et al. [16] experimented with the effects
of DA techniques to enhance SER accuracy. The
IEMOCAP and Twitter-based Japanese emotive speech
datasets are used in the tests. The findings indicate
speaker-independent data with two data augmentation
with silence removal. The experiment shows the need
to select the best DA approach for a given situation
by highlighting the quantity of DA and the effective-
ness of SER. To attend to emotional traits with various
granularities, Xu et al. [18] executed a multiscale area
attention in a DCNN. To increase the classifier’s abil-
ity to generalize and execute DA via vocal length to
address the issue of sparse data. On the IEMOCAP
dataset, experiments produced results with a weighted
accuracy (WA) of 79.34% and an unweighted accuracy
of 77.54%. (UA). Using the IEMOCAP dataset, Etienne
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et al. [19] described the CNN + LSTM architecture for
SER. The methods of layer-wise optimizer tuning, batch
normalization (BN) of recurrent layers, and data aug-
mentation using vocal track length perturbation yield
excellent outcomes of 64.5% for WA and 61.7% for UA
on four emotions.

Jahangir R et al. [13] suggested a unique SER frame-
work that uses data augmentation techniques to extract
seven important feature sets from each speech. Using
the EMO-DB database, the retrieved feature vector is
fed into the 1D CNN to recognize emotions. The testing
findings demonstrate that the SER framework outper-
formed existing SER frameworks with an accuracy of
96.7% for EMO-DB.

Md. Rayhan Ahmed et al. [20], prompted by the
efficient feature extraction of CNN, LSTM, and GRU,
offer an ensemble that uses the combined predictive
performance of three distinct architectures. The ensem-
ble model achieves 95.42% weighted average accuracy,
which is state-of-the-art for EMO-DB datasets.

Liu et al. proposed a FaceNet model for SER in 2021.
The spectrogram feature was extracted from the spoken
signal and evaluated using the FaceNet model, which,
owing to its clean signals, resulted in an emotion iden-
tification rate of 68.96% for the IEMOCAP database.
The FaceNet model’s spectrogram feature pretraining
is practical according to the performance metrics.

Xu Yunfeng et al. [21] use a hierarchical-grained
feature model (HGFM) to tackle poor emotion cate-
gorization. This model contrasts with a few baseline
models, including the bidirectional contextual LSTM,
the MDNN, the dialogue RNN, and the recurrent neu-
ral network. The findings demonstrate that HGFM
performs well compared to baseline models.

Su et al. [22] used a graph attention approach on a
gated recurrent unit network to discern emotions in
voice inputs. For the IEMOCAP database, this strategy
yielded a 63.8% emotion detection rate.

Saleem et al. [23] state that deep CNN combines
1D - and 2D-cNN models. Both temporal and spectral
information were extracted using two parallel CNNs.
The high-level features were concatenated and supplied
as input to the Deep-CNN model to get the high-
level features. This model used global feature learning
(GRU) after CNN to examine contextual dependencies.
This model obtained an accuracy of 94.2% for emotion
identification in the EmoDB dataset and 81.1% in the
IEMOCAP database by learning concatenated features
and training faster than LSTM.

Zengzhao Chen et al. [24] investigated speech
emotion identification using the attention mechanism
(AMSNet), which combines frame-level manual char-
acteristics with utterance-level deep features of varying
weights. The two features’ relative importance is con-
trolled by the weight value, which assigns a higher
weight to the more significant characteristics. The fea-
tures increase the total recognition effect contribution
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and improve the model’s performance. To go above the
limitations of traditional feature fusion, an autonomous
training technique. The findings show that the accu-
racy of emotion recognition for IEMOCAP is 70.51%,
whereas for EmoDB, it is 88.56%.

3. Overview of SER

a. Data Sets

The Mexican Emotional Speech Database (MESD)
has ways to express anger (1), disgust (2), fear (3), hap-
piness (4), neutrality (5), and sadness (6). The MESD
has voices from both adult and young non-professional
performers, including three females, two males, and six
children. There were 864 separate utterances saved in
24-bit, 48kHz audio files [25-27].

The Canadian French Emotional (CAFE) Speech
Dataset shows six primary emotions: anger (1), disgust
(2), happiness (3), fear (5), surprise (6), sadness (7), and
one neutral (4). Six male and six female actors each
speak one line. The six fundamental emotions have two
degrees of intensity: mild and robust. The 936 utter-
ances comprise the dataset at a high-resolution 192 kHz
sampling rate with 24 bits per sample [28].

Acted Emotional Speech Dynamic Database
(AESDD) is an acted emotional speech database in the
Greek language. This database has five different emo-
tions: anger (1), disgust (2), fear (3), happiness (4), and
sadness (5). About 500 emotional speech utterances
were made from more than one recording. The record-
ings of the speech signal at a 44100 Hz sample rate
with 24 bits (5 actors x 5 emotions x 20 utterances) [17,
29-31].

Emo-DB is a publicly available speech-emotion
database in the German language. Five male and five
female speakers contributed to the data recording. This
database consists of 535 data samples and has seven
emotions: anger (1), boredom (2), disgust (3), anxiety
(4), happiness (5), sadness (6), and neutral (7) - the
recordings of the speech signal with a 16 kHz sampling
rate [32].

The Interactive Emotional Dyadic Motion Cap-
ture (IEMOCAP) database is a standard multimodal
and multispeaker (Male and Female) English language
dataset. Five males and five females elicit emotions by
reading from a script or improvising in a conversational
setting, and the recordings of the speech signal with a
16 kHz sampling rate. There are nine emotions present
in this dataset: happiness, anger, excitement, frustra-
tion, sadness, surprise, fear, neutral, and others. Each
utterance can be divided into an improvised or scripted
speech section and annotated into nine emotion labels.
A total of five sessions are present in this database. This
database consists of a total of 10,039 utterances [33].

In this work, a speech improvised dataset for emo-
tion classification. This improvised dataset consists of

five sessions, each containing two speakers’ speech sam-
ples. To evaluate the performance of the emotion recog-
nition model, only four emotional categories, anger
(1), sadness (2), happiness (3), and surprise (4) from
improvised sessions 01, 02, and 03, are considered. This
research used 759 improvised speech emotion samples
for male and female speakers.

b. Data Augmentation

In this work for DA, Gaussian noise processing
methods have been applied. The novelty of this work
explains the experiment conducted with three different
speech data augmentations (noise), resulting in 4 aug-
mentation sets, as detailed in Table 1. Set 2 is obtained
from Set 1 by permuting the speech signal with zero
noise. Set 3 from Set 2 with a noise level of 0.01. Sim-
ilarly, Set 4 from Set 2 with a noise level of 0.025 and
Set 5 were obtained from Set 1 by permutation of the
original speech signal with a noise level of 0.05 applied
directly to the audio signal prior. In the first phase
of DA [34-36], the original dataset (CAFE) was per-
muted from the dataset with zero noise to get 936 extra
utterances. This process was applied, and the resulting
dataset included 1872 utterances. In the second phase,
the permutated first phase dataset was used with 0.01
noise to get extra 936 utterances; in the third phase,
the permutated first phase dataset was used with 0.025
noise to get extra 936 utterances; and finally, the origi-
nal dataset was permutated with 0.05 noise to get extra
936 utterances. After data augmentation, four thousand
six hundred eighty speech samples were for the CAFE
database.

Set 1data samples = Original (fAn1)

Set 2 data samples (fDi2) = (fAnl) permutation with
Zero noise

Set 3 data samples (fFe3) = (fDi2) + 0.01 noise
Set 4 data samples (fHa4) = (fDi2) + 0.025 noise

Set 5 data samples (fNe5) = (fAnl) permutation + 0.05
noise

Total emotion samples = Set 14 Set 2 +Set 3 +Set
4+ Set5

The data augmentation [20,21] technique with several
speech samples in Table 1 and augmentation processes
applied to the five different speech emotion databases.

c. Feature Extraction

Feature extraction converts raw data into an exe-
cutable form that shows the most critical information
for that task. In voice recognition, characteristics are
generally from the acoustic data. The MFCCs are influ-
ential in determining the spectral envelope of a signal,
which is critical for characterizing various emotional
states. Pitch, intensity, and energy are prosodic qualities
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Table 1. Number of Speech Samples After Data Augmentation.

Database Set 1 Set 2 Set3 Set4 Set5 Total emotion data
AESDD 500 500 500 500 500 2500
CAFE 936 936 936 936 936 4680
EmoDB 535 535 535 535 535 2675
IEMOCAP 759 759 759 759 759 3795
MESD 864 864 864 864 864 4320

that describe the pattern of a spoken signal. Some-
times, prosodic cues cannot distinguish between emo-
tions because they are too similar to be detected. The
LPC, PLP, MFCC [37], and LFPC are a few algorithms
used to denote the emotion of speech for the emotion
recognition method. Feature extraction methods typi-
cally produce a multi-dimensional feature vector for all
speech samples [19].

a. Mel-Frequency Cepstral Coeflicients

The speech sample is separated into short segments,
as Figure 1 illustrates. Subsequently, speech analysis on
the brief intervals known as frames, during which the
speech signal remains stationary. The next step, win-
dowing, tapers the signals close to the frame edges
and provides spectral resolution for speech sounds. A
hamming window to smooth the edges of the frames.
The magnitude spectrum of each frame using the
Fast Fourier Transform (FFT). Then, the Fourier spec-
trum passes through the mel-filter bank, and the mel-
spectrum is obtained [16]. Mel-scale to circumvent the
human auditory system’s linear interpretation of pitch.
Since people can detect subtle changes in speech at
lower frequencies than at higher frequencies, it adjusts
the frequency to roughly resemble what the human ear
can perceive. When the Mel-scale is employed, the coef-
ficients will only be around the region that humans
perceive as the pitch, which may result in a more accu-
rate demonstration of the signal from the viewpoint of
the human emotion system when using the formula.

f
Fmel = 259510g10 (1 + % (1)

Where f is the natural frequency measured in Hz and
Fye1 is the observed frequency obtained on the mel
scale, measured in mels, the mel spectrum is calculated
by multiplying the power spectrum by triangular mel
filters and in Equation (2).

N-1
P(m) = D" (IX(K)PHp(K) ;m =0,1,2,...,M- 1
k=0
(2)
Where M is the number of triangular mel weighting
filters H,, (k) the k™ energy spectrum bin contributes
the mt? output band and |X(k)|is the magnitude spec-
trum. Next, the DCT is to translate the log-mel fre-
quency coefficients into cepstral coefficients. MFCC is

Framing/
‘Windowing

MEL Filter
Bank

Figure 1. Demonstrates the basic structure of MFCC.

the name of the conversion’s output in Equation (3).

M—1
Cln] = Z log,,(P(m)) cos (W) !
m=0

=0,1,2,...,L-1 (3)

Where C[n] are the cepstral coefficients and L is the
number of MFCCs.

b. Mel Frequency Magnitude Coefficient

The MEMC feature extraction procedure is in Figure
2. Framing and windowing techniques are used first
for each speech. The X(k) spectra using a Fast Fourier
transform on each windowed signal. To create the linear
spectrum, which passes through several Mel-scale tri-
angle filter banks, the relevant modulus and its square
using the speech signal spectrum. The final step is to
extract MFMC [38] characteristics by taking the loga-
rithm on the sum of frequency components of the mth
band, which in Equation (4).

N—-1
MFMC(m) = log,, (z |X(k)|Hm(k)); m

k=0
=01,...M-1 (4)

Where M is the number of triangular mel weighting fil-
ters H,, (k) is the k™ spectrum bin contributing to the
m™ output band and | X (k) is the magnitude spectrum.

c. Convolutional Neural Network

Figure 3 shows the importance of choosing the
proper classifier after finding speech features. In the
current investigation, emotions use deep learning
methods such as CNN [24]. Since these networks use
the mathematical function convolution, the word “con-
volutional” was coined. CNN is a DL system that uses
emotion data as input, weights various characteristics
of the emotion, and can distinguish between similar
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Framing/
‘Windowing

Mel Filter Bank

Figure 2. Demonstrates the basic structure of MFMC.
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o
I
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- Emotion
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I

Convolution Convolution

+Relu +Relu

! Output
Pooling Fully Connected Layer
Layers

Figure 3. Demonstrates the CNN architecture.

emotions. The convolutional layer (CL), the pooling
layer (PL), and the FC layer are typically the three
components of a CNN. The input speech data in the
input layer (IL) and the convolution layer calculate the
output volume using the dot product between each
filter and the emotion patch. This layer will apply
an element-wise activation function to the CL out-
put. The paramount persistence of the pooling layer,
which is periodically added to CNN [22,23,39-41], is
to decrease the volume, which speeds up computation
and uses less memory. The FCL uses the data from the
layer below to compute the class scores and produce a
1-D array with the same number of elements as classes.

d. Proposed Model of Speech Emotion Recognition

In the proposed model, the emotions classify to
extract MFCC and MFMC features from the input
speech corpus using the 1D CNN-MFCCand 1D CNN-
MFMC models, as illustrated in Figure 4. Our suggested
model uses 1D CNN and investigates emotion classi-
fication with and without data augmentation. The 1D
CNN receives MFCC and MFMC features extracted
from the speech samples. One hundred forty-four fea-
ture vectors as input data for our CNN’s first layer. The
first layer consists of stride 1, eight filters, and 15 kernel
sizes. ReLU activates the output after the BN to a 1D
Max Pooling (MP) layer with a window size of 1 x 2. A
second CL receives the output of the first IL with 16 fil-
ters that have the same kernel size as the first layer and
the same stride as the first CL. ReLU activates the out-
put after the BN is applied, and the output to a 1D MP
layer with a window size 1 x 2. The third CL receives
the output from the second CL and contains 32 filters
with the same size and stride. A 1D MP layer of the same
size receives the output after ReLU activates it follow-
ing the application of the BN. The fourth CL receives
the output from the third CL and contains sixty-two

filters with identical sizes and strides. After applying the
0.3 dropout rate of the fourth CL and the 120 units of
the FC layer, there is another 20% dropout rate with the
seven units of the FC2 layer. ReLU activates the BN out-
put to a one-dimensional MP layer of the same size.
Depending on the number of anticipated classes, the
output layer in the last stage uses a Softmax activation
function.

e. Model Training

After acquiring the subset of features, the investi-
gation calculates the emotion recognition accuracy by
training the model with 60% of the data, 20% for testing,
and the remaining 20% for validation. The augmented
dataset to train models 1D-CNN (MFCC) and 1D-
CNN (MFMC). The SER framework for DL throughout
the entire procedure. The two models were trained sep-
arately for 100 epochs each. The best outcomes for the
two models are when optimal weights to data augmen-
tation.

4. Results and discussion

a. Confusion matrix for 1D CNN-MFCC without
DA

The AESDD, CAFE, EmoDB, IEMOCAP, and
MESD datasets for emotion recognition research. The
proposed 1D CNN-MFCC model used these datasets
and tested the effectiveness of the predictions. In the 1D
CNN-MFCC model without augmentation, the overall
accuracy of every emotion classification in the confu-
sion matrix (CM). The CM shown in Figure 5 (a-e)
classifies the emotion of class-wise accuracy at the diag-
onal, precision values at the bottom row, and recall
values at every class’s last column of the CM. From the
result, anger emotion is misclassified mostly as happi-
ness and disgust. The emotion recognition rate is higher
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Figure 4. Demonstrates the proposed model with data augmentation.

for happy emotions. Classifying the associated speech
signals is challenging for neutral emotions because
of their less noticeable characteristics, contributing to
their lower recognition rate. Learning rate is one of
the most essential hyperparameters. The loss function
varies more slowly as the learning rate decreases. How-
ever, if the learning set is too broad and far from the
extreme value, the loss stops lowering and varies regu-
larly at a certain point. Experiments in this study, and
it was discovered that the learning rate should be 0.001.
The figures in Figure 5 (a-e) demonstrate that the over-
all accuracy was 82% for the AESDD dataset, 88.8%
for the CAFE dataset, 85% for the EmoDB dataset,
78.9% for the IEMOCAP dataset, and 85.5% for the
MESD dataset as the emotion recognition for the 1D
CNN-MFCC model without DA for SER.

b. Confusion matrix for 1D-CNN-MFCC with DA

The proposed 1D CNN-MFCC model with DA used
the six datasets mentioned above and tested the effi-
ciency of the predictions. In the 1D CNN-MFCC model
with DA, the overall accuracy of emotion classification
is shown in the CM. The emotion recognition rate is
higher for boredom, surprise, and neutral emotions.
The angry emotion is misclassified as happy due to the
less observable features. The CM displayed in Figure
6 (a-e) classifies the emotion, and the overall accuracy
was 95.2% for the AESDD dataset, 98.6% for the CAFE
dataset, 96.1% for the EmoDB dataset, 91.2% for the
IEMOCAP dataset, and 96.1% for the MESD dataset as
the emotion recognition for the 1D CNN-MFCC model
with DA for SER.

c. Confusion Matrix for 1ID-CNN - MFMC with-
out DA

The proposed 1D CNN-MFMC model without DA
uses all six datasets and tests the effectiveness of the

predictions. In the 1D CNN-MFMC model without
DA, the accuracy of every emotion classification is
demonstrated in the confusion matrix (CM). The sad
emotion is misclassified as a happy emotion due to
the similarity of features. The CM shown in Figure 7
(a-e) classifies the emotion, and the overall accuracy
was 95% for the AESDD test dataset, 93.6% for the
CAFE test dataset, 86.9% for the EmoDB test dataset,
87.5% for the IEMOCARP test dataset and 94.2% for the
MESD test dataset as the emotion recognition for the
1D CNN-MFMC model without DA for SER.

c. Confusion Matrix for 1ID-CNN-MFMC with DA

The AESDD, CAFE, and MESD datasets were used
in all six databases for emotion recognition. The pro-
posed 1D-CNN-MFMC model with DA used these
datasets and tested the efficiency of the predictions. In
the 1D-CNN-MFCC model with DA, the overall accu-
racy of every emotion classification was demonstrated
in the confusion matrix (CM). The result shows that
most emotions are correctly predicted and have a rea-
sonable emotion recognition rate using data augmen-
tation and MFMC features. The CM shown in Figure
8 (a-e) classifies the emotion of class-wise accuracy,
and the overall accuracy was 97.8% for the AESDD
test dataset, 99.5% for the CAFE test dataset, 97.2% for
the EmoDB test dataset, 92.4% for the IEMOCAP test
dataset and 96.9% for the MESD test dataset as the emo-
tion recognition for the 1D CNN-MFMC model with
DA for SER.

e. Comparative Analysis of the Three Models with
Other Studies

Table 2 compares the accuracy of speech emo-
tion recognition of our proposed model with that of
existing models. The accuracy of 1D-CNN (MFCC)
and 1D-CNN (MFMC) models without and with data
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Figure 5. (a) CM for 1D CNN-MFCC without DA for the database AESDD, (b) CAFE, and (c) EmoDB, (d) IEMOCAP, and (e) MESD for 30
coefficients.



Confusion Matrix : Test Dataset

(@

Confusion Matrix : Test Dataset

AUTOMATIKA 1333

Confusion Matrix : Test Dataset

NS A
Target Class

(b)

Confusion Matrix : Test Dataset

»
Target Class

(d)

Confusion Matrix : Test Dataset

Figure 6. (a) CM for 1D CNN-MFCC with DA for the database AESDD (b) CAFE, (c) EmoDB, (d) IEMOCAP, and (e) MESD with 30

coefficients.
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Figure 7. (a) CM for 1D CNN-MFMC without DA for the database AESDD (b) CAFE, (c) EmoDB, (d) IEMOCAP, and (e) MESD with 30
coefficients.
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Figure 8. (a) CM for 1D CNN-MFMC with DA for the database AESDD (b) CAFE, (c) EmoDB, (d) IEMOCAP, and (e) MESD with 30

coefficients.
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Table 2. Compares the SER of our proposed models to that of the existing models.

Database Reference Accuracy (%) Database Reference Accuracy (%)
Emo-DB 1 85.97 CAFE 11 70.61
[42] 89.00 [42] 70.70
[35] 73.46 [35] 47.01
[36] 81.87 [36] 63.57
[32] 91.25 proposed 99.50
[22] 94.20 IEMOCAP [32] 72.02
[3] 86.10 [23] 81.10
[2] 88.00 [3] 64.30
[13] 96.70 [24] 70.51
[20] 94.52 [22] 63.80
[24] 88.56 [39] 68.96
[71 934 [21] 70.50
[40] 77.8 [16] 76.39
proposed 97.50 [18] 77.54
AESDD [33] 87.10 [19] 61.70
[10] 68.00 proposed 92.40
[40] 70.00 MESD [27] 88.90
proposed 99.20 [26] 93.90
proposed 96.90
Table 3. Comparative Analysis of the five models’ accuracies.
Accuracy (%)
1D-CNN - MFCC 1D-CNN - MFMC
Database Coefficient without DA with DA without DA with DA
AESDD 12 80 97.4 90 98
24 89 97.8 96 99.2
30 82 95.2 95 97.8
CAFE 12 85.6 943 925 96.7
24 88.2 96.6 93 97.5
30 88.8 98.6 936 99.5
EmoDB 12 85 93.5 90.7 96.64
24 86 96.8 90.7 97.5
30 85 96.1 86.9 97.2
IEMOCAP 12 77.6 88 84.2 92
24 80.9 89.7 82.2 90.8
30 789 91.2 875 924
MESD 12 82.7 91.4 90.2 91.67
24 82.7 95.6 913 96.4
30 855 96.1 942 96.9

augmentation is given in Table 3. The proposed 1D-
CNN (MFCC) accuracy analysis with and without DA.
The five datasets were used to assess the efficiency of
each model, and 12, 24, and 30 coefficients were used
for testing on all five data sets. The model data is
trained 60%, 20% for testing, and 20% for validation.
After training of 100 epochs, the 1D-CNN (MFCC)
model is tested without and with data augmentation,
producing 89% and 97.8% accuracy for the AESDD
test dataset, 88.8% and 98.6% accuracy for the CAFE
test dataset, 86% and 96.8% accuracy for the EmoDB
test dataset, 80.9% and 91.2% accuracy for the IEMO-
CAP test dataset, and 85.5% and 96.1% accuracy for the
MESD test dataset. The effectiveness of the 1D-CNN
(MFMC) model is shown in Table 3 with and with-
out the use of DA across all of the employed datasets.
The five datasets were used to calculate the SER effec-
tiveness of each model, and 12, 24, and 30 coeflicients
were used for testing on all five datasets. After training
of 100 epochs, the 1D-CNN (MFMC) model is tested
without and with data augmentation, producing 96%
and 99.2% accuracy for the AESDD test dataset, 93.6%
and 99.5% accuracy for the CAFE test dataset, 90.7%

and 97.5% accuracy for the EmoDB test dataset, 87.5%
and 92.4% accuracy for the IEMOCAP test dataset, and
94.2% and 96.9% accuracy for the MESD test dataset.
The 1D-CNN (MFMC) model shows enhanced accu-
racy for the data sets with DA compared to the 1D-CNN
(MFMC) model.

5. Conclusions

In this research work, the two proposed models, 1D-
CNN-MFCC and 1D-CNN-MFMC, are utilized to
investigate speech emotion recognition accuracy for
the five databases with data augmentation. The 1D-
CNN (MEFMC) model with DA performed better accu-
racy for recognizing emotion in all the five bench-
mark databases AESDD, CAFE, EmoDB, IEMOCAP,
and MESD with an average model accuracy of emo-
tion recognition for AESDD at 99.2%, CAFE at 99.5%,
EmoDB at 97.5%, IEMOCAP at 92.4%, and MESD
96.9%. In future work, different feature extraction tech-
niques will be used to classify emotions using augmen-
tation techniques.
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