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ABSTRACT
The design of converters is essential for the proper use of electrical energy. Half-bridge topology
represents a suitable conversion scheme to implement a boost rectifier converter. Consequently,
this article proposes the parameter optimization of a proportional-integral-derivative (with filter)
controller for a half-bridge boost rectifier with a high power factor. Regarding the high simu-
lation time for the converter, stochastic hill-climbing and simulated annealing algorithms are
employed for the optimization process. The results display that the optimized controller allows
suitable values for the power factor and output waveform. The controller parameters obtained
through optimization algorithms result in a high power factor of 0.9934 when the half-bridge
boost rectifier is operating at full load.

ARTICLE HISTORY
Received 18 July 2023
Accepted 5 August 2024

KEYWORDS
Control; half-bridge boost
converter; optimization;
simulated annealing;
stochastic hill climbing

1. Introduction

The proper use of energy is essential for power gen-
eration. Power conversion and consumption process
must be as efficient as possible, which demands an
adequate power converters design. Regarding control
converter optimization, reference [1] shows the opti-
mization of a PD (Proportional Derivative) fuzzy-type
Takagi-Sugeno controller used to regulate the voltage
of a single-phase DC-AC inverter. The fuzzy system
is designed aiming to have a less number of parame-
ters to be optimized. Meanwhile, paper [2] presents the
optimization of a Power Factor Correction (PFC) Cuk
converter for the minimization of Total Harmonic Dis-
tortion (THD) and voltage ripple. The authors designed
a PFC Cuk converter for working in Discontinuous
ConductionMode (DCM) to obtain nearly unity power
factor. Optimization is rooted in the energy compensa-
tion between the output inductor and the input capac-
itor to allow THD current minimization. According to
[3], Selective Harmonic Elimination (SHE) is a suitable
approach to suppress low-order harmonics. Authors
of [3], to eliminate selective harmonics in cascaded
multilevel inverters (5-level, 7-level, and 9-level), pro-
pose amodified version of themoth-flame algorithm to
determine the optimum switching angles. As the main
achievement, the low-order harmonics are suppressed.

Meanwhile, the authors in [4] present the online
method for tuning five different fractional order con-
trollers based on a reference tracking method. First
Order With Dead Time (FOWDT) system is consid-
ered to inspect the controller viability. Besides, a battery

charger based on a Photovoltaic (PV) system is pro-
posed in [5], consisting of a buck converter as a Pho-
tovoltaic module interface. At this point, optimiza-
tion is essential since the output power of Photovoltaic
devices quickly varies according to solar radiation;
therefore, the authors propose a Perturb and Observe
(P&O) algorithm to control the buck converter switch.
Anotherwork to consider is shown in [6] that presents a
review of three dominant groups of multilevel inverters
as: neutral point clamped, cascaded h-bridge, and flying
capacitor. The authors show that harmonic elimination
is conventionally addressed by controlling the inverter’s
switching angles, where Selective Harmonic Elimina-
tion Pulse Width Modulation (SHEPWM) approach is
extensively employed. In this review is also identified
the use of Particle Swarm Optimization (PSO) for tun-
ing. Regarding converter applications, the temperature
control considering the time of induction cooking is
performed in [7] employing a Super Twisting Sliding
Mode Control (ST-SMC) and Dynamic Particle Swarm
Optimization (D-PSO) to optimize the gain values of
the ST-SMC.

In order to meet IEC-61000-3-2 and IEEE Std 519
standards, the power factor corrected voltage-doubler
boost rectifier is the most suitable alternative since it
can provide double Direct Current (DC) output volt-
age and uses fewer switches compared to other recti-
fiers, which leads to higher efficiency. Some work on
this rectifier with power factor correction has been
done either to enhance the power factor or to solve
the unbalance problem in the two output DC rails.
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A bidirectional buck-boost converter was proposed to
correct this imbalance without lowering the power fac-
tor [8]. In addition, an isolated battery charger for elec-
tric vehicles, which uses two diodes in series and a
minimum number of magnetic components, was pre-
sented to reduce the oscillation in discontinuous mode
[9]. Finally, in [10] was designed a single-stage LED
driver to obtain a high power factor, integrating a non-
resonant half-bridge converter and a non-bridge boost
rectifier.

Regarding comparison with other related works, the
first paper to consider is [11], where the authors stud-
ied a high-frequency resonant AC-DC converter that
employs an isolated dual-tank LCL to obtain a high
power factor. The second reference is [12] as it presents
the control of a single-phase and three-phase rectifier
with power factor correction. A third work to consider
is [13], where for a half-bridge rectifier (single-phase),
near unity power factor and balancing voltages on each
half of the DC bus are achieved through a nonlinear
analog controller. Finally, reference [14] is considered
since it employs a Multiple Particle Swarm Optimiza-
tion (MPSO) algorithm to tune a Proportional Integral
Derivative (PID) controller to correct the power factor
in a boost topology AC-DC converter.

1.1. Proposal approach

This document aims at displaying the proposal for con-
troller optimization for a voltage-doubler boost rectifier
with a high power factor. In this order is employed
heuristic based on an individual in such away that it can
be used for online optimization on a continuous basis.

Regarding optimization approaches [15, 16], heuris-
tic algorithms allow a better exploration of the search
space, however, population-based algorithms such as
particle swarm and genetics algorithms result to be
impractical since the calculation of the objective func-
tion for each individual is required. In this case, there
exists a limitation in the evaluation of the objective
function due to the dynamics (complexity) of the plant.
In this order, considering the high simulation time of
the model, a stochastic hill climbing and simulated
annealing are employed as optimization algorithms
since they are heuristic algorithms based on an indi-
vidual and allow optimization without restarting the
plant.

The objective of this work is to determine if the
stochastic hill climbing and simulated annealing algo-
rithms can be usedwith an online approach for the opti-
mization of a PIDF controller in a power converter. This
is done considering that this process can be used in an
adaptive approach to adjust the controller parameters
when a variation occurs in the converter.

The document is organized as follows: Section 2
qualitatively describes the circuit functioning. Follow-
ing Section 3 presents some aspects of stochastic hill

climbing optimization. Meanwhile, Section 4 describes
the simulated annealing algorithm. Later, Section 5
presents the optimization process. Then, the results of
the converter optimization are presented in Section 6.
Finally, the discussion and conclusions are given in
Sections 7 and 8.

2. Circuit description

Figure 1 displays the voltage-doubler boost rectifier
with power factor correction composed of two MOS-
FET transistors S1 and S2, with their respective intrin-
sic diodes D1 and D2, two capacitors C1 and C2, an
inductance L and a resistive load R.

The control scheme of the voltage-doubler boost rec-
tifier in Figure 1 consists of three loops, namely current,
sum voltage, and difference voltage. The current loop
compensator is a PID with a filter (PIDF) with its own
transfer function, and its purpose is that the input cur-
rent of the rectifier i follow (tracking) line voltage vg to
obtain a power factor close to unity. The sum voltage
loop compensator is a PI, and its objective is to keep
vs at a constant value defined by the reference value
VR. The difference voltage loop compensator is a block
with constant gain k, and its purpose is to balance the
capacitor voltages. According to [17], when the model
is linearized, the respective transfer function displays
a zero at the origin, which is why it is not possible to
reach a zero steady-state error. Likewise, the input cur-
rent cannot follow the current of reference; therefore,
the P(s) block is a pre-compensator to decrease this

Figure 1. Voltage-doubler boost rectifier converter.
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Table 1. Voltage-doubler boost rectifier parameter values.

Circuit parameter Symbol Value

Output capacitors C = C1 = C2 100µF
Inductance L 5mH
Load resistance R 2 k�
Switching frequency fs 50 kHz
Line frequency fl 60 Hz
Sum voltage Vs 450 V
Peak line voltage Vp 170 V

steady-state error. In this work, the optimization of the
PIDF of the current loop is carried out. The heuristic
search algorithms Stochastic Hill Climbing (SHC) and
Simulated Annealing (SA) are employed to determine
the respective proportional, integral andderivative con-
stants. In this way, the Power Factor (PF) provides the
objective function for the optimization process.

The derivation of the state equations for the half-
bridge boost rectifier can be found in [17, 18], in this
way, without taking into account losses in the half-
bridge boost rectifier and taking d as the duty cycle, a
simplified model is given by the following equations:

di
dt

=
(
2d − 1
2L

)
vs + 1

2L
vd + 1

L
vg (1)

dvs
dt

= −
(
2d − 1

C

)
i − 2

RC
vs (2)

dvd
dt

= − 1
C
i, (3)

where vs and vd are the sumanddifference of voltages v1
and v2, respectively. Additionally, in Table 1, the param-
eters of the voltage-doubler boost rectifier used in the
simulation are found, where the circuit parameter, the
symbol, and the respective value are observed.

Finally, MATLAB is used for the simulation model
where the simulation time is 20min, which imposes a
significant restriction to perform the controller opti-
mization. In this way, heuristic algorithms based on
an individual were chosen in a way that the optimiza-
tion could be carried out during the simulation. Con-
sidering the above, the heuristics algorithms used are
stochastic hill climbing and simulated annealing.

3. Stochastic hill climbing

Stochastic Hill Climbing (SHC) is considered a heuris-
tic method employed in optimization to determine a
suitable solution that may not be the global optimal;
however, it can be an acceptable solution in reasonable
time [19]. The SHC algorithm serves in maximiza-
tion and minimization problems for a real function
exploring different values of decision variables [20].

According to [19, 20], SHC is a heuristic algorithm
that employs a population of one individual (state).
Considering the search space, the initial solution is usu-
ally selected randomly. The exploration of solutions is
made by producing a random change in the current

individual (solution). In this way, the new individual is
contrasted with the previous state. Hence the new state
replaces the previous one when an improvement in the
objective function is observed. This process is repeated
until reaching a certain value of the objective func-
tion or when a maximum number of evaluations are
attained [21].

The generic steps for a stochastic hill climbing
algorithm are:

Step 1: Randomly determine the initial state (solution).
Step 2: Apply successor function to the current state

randomly.
Step 3: Evaluate the current state.
Step 4: Determine the difference between the old and

the new state. If the new state is better, then
accept this as the current solution.

Step 5: If the termination conditions are reached, con-
tinue to Step 6; otherwise, repeat from Step 2
(until the current state stops changing or the
number of iterations is reached).

Step 6: Finalize and return the optimal solution.

4. Simulated annealing

Simulated Annealing (SA) is a heuristic employed in
optimization to reach a suitable approximation to the
optimal value of a real function. In cases when the prob-
lem is minimization, the global optimum will be the
one for which the objective function has the smallest
possible on the search space [22].

SA is a versatile optimization algorithm used in
different fields; for example, in [23], it is combined
with a particle swarm algorithm to improve global
optimization capabilities. Another example is seen in
[24] applied in a hybrid way with a genetic algorithm
for multi-objective optimization problems. Finally, an
application in neural networks can be seen in [25],
where it is used for training and parameter setting.

According to [20, 22], the SA algorithm is rooted
in the physical annealing process for steel and ceram-
ics, a process that consists of heating a material (to
annealing temperature) and later cooling the mate-
rial to modify the physical features (desired structure).
Heat increases the atom’s energy allowing move from
its initial state (local minimum) to a state with lower
energy than the initial one (global minimum). Slow
cooling allows a greater opportunity for recrystalliz-
ing in configurations with lower energy than the initial
state [20].

Considering the physical phenomenon, Equation (4)
allows to determine the probability associated with the
energy increase. Using the Boltzmann constant k, it is
possible to calculate P(�E) for a given temperature T
and energy magnitude �E.

P(�E) = e−
�E
kT (4)
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The simulated annealing approach is appropriate
for problems having several local minima such that
algorithms like Gradient Descent (GD) always con-
verge to the same local minimum. In this algorithm is
considered an initial temperature T0, which descends
progressively having different alternatives like:

• Linear reduction: T = T − α.
• Geometric reduction: T = T α.
• Slow-decreased: T = T

1+αT .

Each function reduces the temperature in a different
way (rate) considering the setting parameter α. Any
solution that satisfies the requirements for an acceptable
solution can be used as the subject of the evaluation.

Considering a neighbor for the current solution
(state), a new solution is chosen randomly. The new
solution is accepted if the performance difference
between the old and new solutions is greater than zero
(the new solution is superior). If the cost difference is
smaller than zero (the old solution is superior), a ran-
dom value in the interval [0, 1] is generated. If the ran-
dom number falls below the threshold determined by
the energy Equation (5), the new solution is approved.

The generic steps for a simulated annealing
algorithm are:

Step 1: Randomly determine the initial solution (state),
and considering a criteria choose the initial
temperature T = T0.

Step 2: Choose and set up the reduction function
for temperature (linear, geometric or slow-
decreased rule).

Step 3: Decrease the temperature according to α.
Step 4: Apply successor function to the current state

randomly.
Step 5: Determine the variation between the existing

and new state.
Step 6: If the new state (solution) is better, then take

this as the current state; otherwise, gener-
ate a random value in the interval [0, 1] and
accept the new solution if the random value is
under the threshold obtained from the energy
Equation (5).

Step 7: If the termination conditions are reached, con-
tinue to Step 8; otherwise, repeat from Step 3
(until the current state remains unchanged or
the number of iterations is reached).

Step 8: Finalize and return the optimal solution.

In the SA optimization algorithm, Equation (4) is
adapted to Equation (5), whereT is the temperature and
�J is the change in the objective function. In this way,
probability P can be determined to accept the new state.

P =
{
1 if �J ≤ 0
e−�J/T if �J > 0

(5)

According to [20], and regarding Equation (5), when
the temperature is higher, a worse solution can be
accepted. This feature is associated with the explo-
ration, namely allowing to evaluate different solutions,
although they do not improve the objective func-
tion. When the temperature is lower, the probability
of taking a worse state decreases, which is associated
with exploitation, namely searching for better objective
function values.

5. Optimization process

Traditional algorithms based on gradients are a suit-
able option given their mathematical support; nonethe-
less, they converge to local minima [15]. On the other
hand, heuristic algorithms allow a better explanation
of the search space of which there are based on sev-
eral individuals (population) such as genetic algorithms
and particle swarms; however, simulated annealing
and stochastic hill climbing are only based on one
individual [16].

Considering the time required for the simulation of a
controller configuration, the optimization is carried out
online, performing variations of the plant to obtain an
improvement in the response of the plant. To carry out
controller optimization, in the traditional approach, a
separate simulation is made for each group of parame-
ters. In this approach, during the same simulation, the
performance of the system is evaluated for a group of
parameters.

The SA and SHC algorithms are chosen to perform
an online optimization since these only require evalu-
ating the objective function (plant dynamics) once in
each iteration. If algorithms are used with several indi-
viduals, it is necessary to evaluate the plant for each
individual, which requires a setting of the plant to an
initial state. In this way, it is not necessary to restart the
plant to the initial configuration and the current state of
the plant can be used to continue with the optimization
process.

In this order, it is optimized the discrete PID con-
troller parameters P, I, and D given by Equation (6),
where Ts = 20 × 10−6 is the sample time and N =
59.56 × 103 the coefficient for the derivative filter.

The sampling time value (Ts = 20µs) is equal to
switching period of the half-bridge boost rectifier, since
the highest frequency in the input current of the recti-
fier is approximately 5 kHz. According to the criterion
of Nyquist, the sampling frequency should be at least
twice this frequency, hence a sampling frequency of
50 kHz is chosen. The filter coeficient N of the deriva-
tive filter is given byN = (TsG)−1 considering the sam-
pling period Ts (previously calculated) and the filter
gain G = 0.84 (close to unity).

C(z) = P + I
Ts

2
z + 1
z − 1

+ D
N

1 + NTs
z

z−1
(6)
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Figure 2. Simulation diagram.

The model implementation was made in MATLAB
2018b using simulink and the toolbox of simscape
and simscape electrical. Figure 2 displays the simula-
tion diagram observing the function employed dur-
ing simulation to adjust the parameters of the PID
controller. The implementation was done on a per-
sonal computer Toshiba Satellite C660-2FE, processor
Intel Core i5, 2.4GHz with 6GB of RAM, and running
Windows 10.

As observed in Figure 2, the simulation time is
entered in the optimization function block to estab-
lish the moments when the algorithm must change the
parameters in the function that performs the parame-
ter adjustment. It is also worth noting that the variables
used in the optimization function must be of a global
type so that their values can be read and written at any
time during the system simulation.

For the optimization process during the system
simulation, the function employed for optimization
changes the parameters configuration of the PID con-
troller in such a way that the value of the objective func-
tion is determined, then the optimization algorithm
chooses another possible solution to evaluate.

Using SHC, if an improvement in the objective func-
tion is observed, the new configuration is maintained;

otherwise, the previous configuration is returned to
later evaluate a newone.Meanwhile, using SA consider-
ing the probability value given by energy Equation (5),
a solution that does not produce a better result is
accepted. The steps for online optimization are as fol-
lows:

Step 1: Initial parameters configuration.
Step 2: Perform the simulation for the respective itera-

tion k.
Step 3: Obtain the response system and the objective

function value.
Step 4: Applied the respective optimization algorithm

(SHC or SA).
Step 5: Update the PID parameters according to the

optimization algorithm.
Step 6: If the finalization criterion is meet then finish;

otherwise, return to Step 2.

The finalization criteria considered is the number of
iterations (K = 20). In addition, the objective function
corresponds to the negative value of the power factor,
namely J = −PF. In this way, the PF is calculated using
Equation (7), where P is the active power, S is the appar-
ent power, and φ is the phase shift between voltage and
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current.

PF = P
S

(7)

Considering the displayed in [8], the suitable initial val-
ues for the controller areKp = 0,Ki = 100, andKd = 0;
however, tuning methods such as is presented in [26,
27] can be used to determine a suitable configuration
of the PID controller that serves as the initial con-
figuration. To set the simulated annealing algorithm
is observed that the change in the objective function
(using stochastic hill climbing) is between 0.005 <

�J < 0.7. In this order T0 = 3 and α = 0.15 were used
for a linear temperature decrease taking 20 iterations.
Thus, it is important to select an appropriate value of
α for large changes to the objective function in the first
iterations and small adjustments in the last iterations.

6. Results

Regarding the stochastic behavior of SCH and SA algo-
rithms, conventionally, 20 runs are performed to obtain
a usable result [28]. Table 2 displays the statistical val-
ues obtained for the time used in the optimization
process, having the maximum, minimum, mean, and
standard deviation (SD) values. As can be seen, it takes
a total of 150.0277 h, that is, 6.2512 days, to complete
the collection of the results of all the executions of the
optimization algorithms.

For the implementation of the optimization pro-
cess, the initial search point (controller parameters) is
determined considering a nominal system operation
according to the controller setting given in [17].

Table 3 shows the resulting statistical values for 30
runs of optimization algorithms. This table shows the
maximum, minimum, mean, and standard deviation
(SD). In this table, it can be seen that similar results are
obtained using the two algorithms; however, the best
result is obtained with SA.

In order to present the results in a qualitative way,
the best configuration obtained is used to carry out
the simulation of the converter, obtaining Figures 3

Table 2. Statistics of the results obtained for simulation time in
hours.

Measure SHC SA

Max 3.6606 4.0993
Min 3.3030 3.7418
Mean 3.5277 3.9737
SD 0.1024 0.1065
Total 70.5532 79.4745

Table 3. Statistics of the results obtained for J.

Measure SHC SA

Max −0.8528 −0.8780
Min −0.9932 −0.9934
Mean −0.9692 −0.9595
SD 0.0330 0.0250

and 4 for stochastic hill climbing, and Figures 5 and 6
for simulated annealing. These figures seek to show
the algorithm search process and the system’s behavior
during this process.

Regarding the results obtained with stochastic hill
climbing, Figure 3 presents the improvement in power
factor throughout the optimization process of each exe-
cution of the optimization algorithm. For example, tak-
ing an execution of the optimization algorithm, Figure
4 displays the system behavior and optimization record
for the power factor values.

Considering the results obtained employing simu-
lated annealing, Figure 5 displays the improvement in
power factor during the optimization process for each
of the executions of the optimization algorithm. As an
example taking an execution (run) of the optimization
process, Figure 6 displays the system simulation and
optimization record for the power factor obtained.

Taking the best configuration obtained using SA,
the PID controller parameters are Kp = 0.0896, Ki =
1.0702 × 103, and Kd = 3.0682 × 10−6. Using these
values is performed the system simulation obtaining the
results in Figures 7 and 8. Noticeably, in this simula-
tion, the dynamics of the controller consider the voltage
and current converter, as well as the voltage regulation
waveform.

Figure 7 displays the rectifier input voltage and
current simulation (vg , ig) using the parameters from
Table 1 and the optimal values of the PID controller.
In this figure, the voltage and current waveforms are
noticeably close in phase. The power factor achieved
is 0.9934, which is consistent with what is shown in
Figure 7.

Meanwhile, Figure 8 displays the controller response
observing the converter output voltage, as well as the
voltage capacitors observed in the half-bridge. As can
be seen, an adequate regulation of the output voltage is
achieved, and also a suitable balance of the voltage of
the capacitors.

Regarding comparisons with related works, refer-
ence [11] reported a power factor greater than 0.99,
while reference [12] reported an achievement of 0.99.
However, these topologies differ from the one proposed
in this study. It should be noted that both references
[11] and [12] correspond to recent works. On the other
hand, in reference [13] a PFC converter identical to the
one proposed was presented, achieving a power factor
less than 0.99. The power factor of the proposed work
is 0.9934, which is comparable with the results obtained
in references [11, 12]. Meanwhile, when comparing the
proposed work with reference [14], it can be stated that
the power factor achieved is better compared to the
obtained in [14]. It is also worth noting that the two
topologies of the employed converters are different. The
converter considered in this paper presents a zero at the
origin (linear model [17]), while the converter in [14]
presents a nonminimum-phase zero (linear model).
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Figure 3. Improvement in power factor.

Figure 4. System simulation and optimization record.

Figure 5. Improvement in power factor.



1428 J. BAYONA ET AL.

Figure 6. System simulation and optimization record.

Figure 7. Input voltage and current simulation.

Figure 8. Output converter voltage response and capacitors voltage.
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Figure 9. Input voltage and current simulation for a non-sinusoidal input voltage.

Table 4. Comparison of current harmonics regarding IEC
61000-3-2 standard.

Harmonic No. IEC standard Without distortion With distortion

3 2.30 A 0.022270 A 0.086880 A
5 1.14 A 0.014640 A 0.033230 A
7 0.77 A 0.004869 A 0.003100 A
9 0.40 A 0.002048 A 0.003720 A

In addition, to observe the behavior of the converter
for a non-sinusoidal input voltage (source with dis-
tortion), the generator connected to the input is vg =
170 sin(2π60t) + 20 sin(6π60t) + 5 sin(10π60t),
obtaining a PF of 0.9827; the input voltage and cur-
rent waveforms are presented in Figure 9. These results
show that the power factor is high for both sinusoidal
and non-sinusoidal voltage. Furthermore, the PID con-
stants obtained with the optimization process allow
reaching a power factor close to unity. Reviewing Fig-
ures 7 and 9, the input current waveform follows the
input voltage waveform, indicating near zero steady
state-error for both cases.

Finally, regarding the International Electrotechnical
Commission (IEC) standards, Table 4 displays the com-
parison results considering the cases of voltage source
with and without distortion. This table observed the
current harmonics values obtained (in amperes) and
themaximum value allowed according to IEC 61000-3-
2 standard, where the device classification corresponds
to class A (equipment not included in other classes)
[29]. As observed in Table 4, the maximum values of
the harmonics according to the standard are met. In
addition, the iTHDwithout source distortion is 0.1141,
and with source distortion is 0.1423, thus having a dif-
ference of 0.0282 when the distortion at the source is
considered.

7. Discussion

Considering that the converter requires time for sta-
bilization and there may be increases in the current
flowing through the semiconductors when they are
switched on, as well as voltage stress when they are
switched off, this poses a limitation when implement-
ing the hardware optimization process. Therefore, this
study presents an approach to optimize the converter
controller during the system operation itself through
simulation. Another limitation in this work is the lack
of real features of semiconductors, such as dead time,
switching, and conduction losses.

Algorithms based on single individual were used due
to the limitations in the operation of the converter.
Although this work is conducted at the simulation level,
it can serve as a basis for further hardware develop-
ment. For the implementation of the algorithms, it is
necessary to consider those values producing system
instability. In this way, restrictions are included for the
controller parameters.

Although the implementation developed is carried
out at a simulation level, it can be implemented online
in a real implementation, where the improvement of the
system is obtained progressively during the operation of
the plant (without restarting the plant). Also, it must be
kept in mind that in a real implementation, the param-
eters may vary over time; thus, if this process is carried
out continuously when the plant presents a variation in
its parameters, the optimization process can change the
controller configuration to find new values that allow
improving the objective function. In this way, the pro-
posed process acts as an adaptive scheme when plant
variation occurs.

This approach can be used to perform an online
adjustment of the controller in such a way that it can
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correct the operation of the converter when plant vari-
ation occurs, improving the robustness of the system
when having uncertainties in the plant. This aspect can
be addressed in future work.

8. Conclusions

This work approaches the online optimization process
of power systems when it is impossible to carry out a
separate execution of each system configuration since
the system requires time for its stabilization.

In this implementation, it was possible to optimize
the parameters of the PID controller used in the con-
verter. For this, it was necessary to propose an online
optimization strategy during the operation (simula-
tion) of the system.

An adequate dynamic behavior of the converter is
observed with the optimized controller. The proposed
scheme avoids evaluating configurations that could
cause some damage to the system since it performs a
progressive adjustment considering the current config-
uration.

In a later work, simulations that involve dead time,
switching, and conduction losses can be carried out, as
well as real hardware implementation of this optimiza-
tion scheme in a way that compares real and simula-
tion results. Also, the possibility of using a supervised
system to control the power flow could be addressed,
including a hardware implementation.
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