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ABSTRACT
This workmodifies the architecture of conventional CNNwith the integration ofMulti-resolution
Analysis (MRA) in a CNN framework for Diabetic Retinopathy (DR) diagnosis and grading. Here,
the HF sub-bands are subjected to optimized activations and are directly fed to the fully con-
nected layers, as it encompasses edge features. Unlike FD-Relu, the proposed function preserves
significant negative coefficients, compared to the S-Relu, the proposed third-order S-Relu is opti-
mized such that it sustains the activations in the range suitable for the wavelet coefficients. The
coefficients of higher-order terms of the proposed 3rd-order S-Relu are optimized with PSO,
fitting the maximum energy of the wavelet sub-bands to ensure High Frequency (HF) edge
preservation. The authors re-architecture 3 different CNNs published in the Retinal Image anal-
ysis field, with spatial and wavelet inputs with optimized activations. The highest accuracy of
96% is attained with the AlexNet re-architecture, with 35,126 fundus images secured from the
Kaggle dataset. As we can infer the proposed re-architecture wavelet CNN outperformed the
multiscale shallow CNNs, multiscale attention net, and stacked CNNs with a 6.6, 0.3, 0.7 per cent
increase in accuracy. The entire implementation of the wavelet CNN is made available under
source code.
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1. Introduction

DR is a common chronic ailment that is diagnosed
in patients with diabetes across the globe. The World
Health Organization (WHO) has estimated that, in
2030, diabetes will be the world’s most extreme and 7th
highest death-causing disease [1]. The number of indi-
viduals diagnosed with diabetes has risen significantly
over the past few decades and diabetes increases the risk
of a certain type of eye disorder, of which DR is among
the most severe causes of blindness in the middle-
aged population [2]. In this sense, preventing human
life from being affected by diabetes is quite impor-
tant. Some anomalies, including lesions, are produced
in the retina in the case of DR, which eventually results
in non-reversible blindness and vision loss. However,
the early identification and treatment of these lesions
will potentially reduce blindness [3]. Early identifica-
tion, which is vital to successful diagnosis, depends on
professionals and it is a time-consuming process. This
becomes a challenging task in areas where skilled assis-
tants are lacking. Additionally, the manual complexity

of DR screening methods creates widespread discord
among the readers. Eventually, given the growing
prevalence of both diabetes and related retinal disor-
dersworldwide,manual diagnosticmethodsmaynot be
able to keep pace with the demand for screening facili-
ties [4]. Computerization is a prerequisite for improv-
ing the efficiency, accessibility and affordability of
health care.

During the past two decades, several teams have
researched the automated analysis of retinal colour
images for DR [5–7]. DR primarily affects the blood
vessels in the light-sensitive tissue (retina).

Numerous earlier pieces of research concentrated on
the automatic detection of DR from fundus images.
Convolutional Neural Networks (CNNs) have become
highly prevalent in a variety of situations, owing to
the accessibility of annotated data and the advance-
ment of GPUs. CNNs have always shown excellent
results in the exploration of complex structures in high-
dimensional datasets, through their multiple-layer fea-
tures [8]. The models have been effective in studying
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the most discriminatory and often abstract elements of
the image [9–11]. It is predicted that supplementing
with wavelet domain inputs shall enhance the accu-
racy of diagnosis by diversity of features. In this work
the authors attempt to re-architecture conventional
CNN with multi-resolution analysis, accepting wavelet
domain inputs. The new activation function is pro-
posed for the wavelet domain inputs and is opti-
mized. The frequency-domain Relu [12] and the spec-
tral Reluproposed [13] are not perfect to be employed
for the wavelet domain inputs.

Hence a 3rd-order spectral Relu is defined and the
coefficients of higher-order terms are optimized to fit
the maximum energy of the wavelet sub-bands (Hori-
zontal (H), Vertical (V), Diagonal (D)) as in the High
Frequency/Wavelet sub-bands, the edges contribute to
most of the energy. A stopping criterion is imposed to
restrict the energy of the activation within a certain per
cent of the energy of the wavelet sub-bands before acti-
vation. Else unbounded increase of energy leads to over
brightening i.e. unequalized histogram.

2. Literature review

Mookiah et al. [10] worked out discrete wavelet trans-
formation and stationary wavelet transform functions
to extract the features from the fundus images, and
the optimal features were chosen to differentiate nor-
mal from DR using top-rank and AdaBoost machine
learning methods. More than 90% accuracy has been
obtained by classifying extreme cases of pathologi-
cal signs in the eye. Optimal Hyper Analytic (OHA)
Wavelet Transform has given high accuracy, speci-
ficity, and sensitivity values from retinal images [14].
Akram et al. [11] implemented a hybrid classifier that
combines a Gaussian mixture model to distinguish
dark and bright regions for the identification of DR-
related lesions. The work [15] aptly points out the
evolution of Medical Image Analysis in the Big data
domain. In the literature, different forms of deep learn-
ing models are used to study applications related to
images [16]. Such algorithms are Convolutional Neu-
ral Networks (CNN), Deep Neural Networks (DNN),
Deep Autoencoder (DAE), Recurring Neural Networks
(RNN), Deep Belief Networks (DBN), Deep Convolu-
tional ExtremeMachine Learning (DCEML), etc., CNN
received a lot of attention for work related to image
processing and was addressed by the researchers. The
various types of CNN architectures such as Alexnet
[17], LeNet [18], Faster R-CNN [19], GoogLeNet [20],
ResNet [21] etc., are found in literature. Zeng et al.
[22] used a Siamese-like CNN based on binocular reti-
nal fundus images trained for automatic DR detec-
tion with a transfer learning technique that showed
high efficiency. Chandrakumar et al. [23] suggested a
deep learning architecture used in retinal images to
identify DR. The CNN algorithm was considered in

this approach to characterize the retinal image based
on convolved features and for the classification of
retinal images, the authors achieved an accuracy of
around 94–96%. Lam et al. [24] suggested a deep learn-
ing framework to diagnose DR. They utilized CNN
architecture to discern stages of DR in the image.
With this method, they obtained a classification per-
formance of about 95%. Giancardo [25] suggested a
system that depends on the characteristics of colour
and wavelet decomposition from exudates candidates
for training the classifiers. Utilizing a support vector
machine (SVM) classifier with areas under receiver
operating characteristics (AUC) around 0.88 and 0.94
the authors yielded the best performance. Theoreti-
cal characteristics of conventional methodologies to
signal/image processing, such as multi-resolution ana-
lyzes using wavelets, are well studied, rendering these
methods more comprehensible. Indeed, there are some
previous works integrating wavelet representations into
CNNs. The researchers in [26] constructed an Xcep-
tion design that fuses features from various convolution
layers. Through fusion, they demonstrated a significant
improvement in accuracy of around 83%. The research
work [27] employs powerful feature selection methods,
max-relevance, and min redundancy in type 2 diabetes
detection.

Oylallon et al. [28] have suggested a hybrid frame-
work that would substitute ResNet’s initial layers with a
wavelet scatter network. This improved ResNet resulted
in an output comparable to that of the original ResNet
but has fewer trainable parameters.

In [29] AlexNet is modified to diagnose DR, where
the green channel is alone processed. It consists of 8
layers (5 Convolution layers and 3 dense layers). The
AlexNetin [26] is modified to accommodate an input
size of 259× 259. To detect DR, deep layer aggre-
gation (combines feature maps from different CNN
architectures) is done. The CNN architectures include
the Inception module, residual blocks, and separa-
ble convolutions to attain an accuracy of 83 per cent
in DR diagnosis. In [30] multi-scale shallow CNNs
are used as base learners, each one with its recep-
tive field. The multiple learned parameters are inte-
grated into a common dense layer by a novel voting
scheme.

In [31] a fusion of the architectures VGG, Spatial
Pyramid Pooling (SPP), Network-in-network (NiN) is
being used in which the VGG 16 encompasses 16 con-
volution layers, followed by SPPwhich pools the feature
maps to adapt to the size of the dense layers of VGG
16. And NiN architecture uses Multi-Layer Perceptron
(MLP) convolutions. In [32] multi-scale attention net
is used resizing the images to size 512× 512 to suit the
ResNet encoder. The feature maps before and later the
encoder is combined by a dedicated scalingmechanism,
reaching an accuracy of 98.3%. In [33] several CNNs
are stacked to diagnose DR from fundus images in the
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Kaggle dataset, and the weights of the 3 custom CNN
models are shared producing an accuracy of 97.92%
in DR diagnosis. M. Khanna et al., in [34] shortlisted
four datasets and 20 CNN-based models and tested
and validated the best ones using 16 detailed exper-
iments with fivefold cross-validation. The two best
pre-trained transfer learning-based detection models
can contribute clinically by offering accurate and rapid
patient prediction. The authors of [35] explore the
application of deep learning, specifically convolutional
neural networks, for the automated prediction and
grading of diabetic retinopathy using retinal fundus
images. They highlight the limitations of traditional
manual diagnosis, which is time-consuming, expensive
and prone to human error. The study investigates the
performance of various pre-trained CNN architectures,
including VGG, ResNet, Inception and MobileNet,
for DR grading. They employ transfer learning, fine-
tuning these models on a real-world DR screening
dataset. The researchers in [36] evaluated five improved
deep learning architectures: U-Net, DenseU-Net, Lad-
derNet, R2U-Net and ATTU-Net. They also intro-
duced an enhanced customized R2-ATT U-Net model
for retinopathy screening. In relevant domains with
similar feature extraction and classification [37] spe-
cific DCNN architectures are proposed. The research
work [38] implies ROI segmentation with a Gaussian
mixture model, CNN-based DR diagnoses Alex Net
and SVM.

There are shreds of evidence of combining the
wavelets with CNNin fields other than Retinal Image
analysis for taking the advantage of Spatial-frequency
analysis.

Fujieda et al. [39] introduced wavelet CNNs
(WCNNs), which were focused on the similarities
between multi-resolution processing and CNN’s con-
volution filtering and pooling operations. They sug-
gested a Dense Net-like CNN, but the Haar wavelets
(usually used in multi-resolution analysis) have been
used as layers of convolution and pooling. Such lay-
ers of wavelets concatenated with the feature maps
provided by the subsequent convolution blocks. This
framework was most interpretable than CNNs because
the input wavelet transform is generated by the wavelet
layers.

All the kinds of literature discussed above extract
wavelet-based features or of late use CNN to detect
DR, and very few attempts are made to implement
wavelet-based CNN. In the proposed design, the origi-
nal image and the LF wavelet sub-band are processed in
the CNN format, i.e. the convolution layers operate on
them. Whereas the HF wavelet sub-bands are directly
fed to the fully connected layer, as it encompasses edge
features. Thus, the major contribution of the work is
the integration of the Multi-Resolution Analysis in a
CNN framework, with appropriate feed-allocation and
optimized activation function.

In most of the works, conventional activation func-
tions like Relu are used. It is unsaturated but not
differentiable at all points. In this work, the authors
carefully examine the performance of the activation
function tailored for the wavelet domain and then tune
the function for the range of wavelet coefficients in DIP.

The frequency-domain Relu in [12] nullifies the
negative coefficient terms which correspond to sig-
nificant edge feature maps in an image. Hence the
authors propose an S-Relu of third-order, as the activa-
tion function weights the negative coefficients propor-
tional to their magnitude. This is highly desired as in
the detailed co-efficient sub-bands the co-efficient with
highmagnitude corresponds to a significant “edge” fea-
ture map and the “sign” indicates the direction of the
kernel.

The spectral Relu proposed in [13] is a second-order
activation function, it transforms a certain range of
negative coefficients to positive but the output range
of the activation is not suitable. The spectral Relu of
third-order proposed in this work activates the inputs
within the range that is suitable for the wavelet domain
in Digital Image Processing, by constrained Particle
Swarm Optimization (PSO) for an output range of
[0,400]. And we propose a novel fitness function for
the H, V and D sub-bands intending to increase the
energy of the sub-bands after activation. The energy
increase is checked with stopping criteria to restrict the
energy after activation to be maintained within a cer-
tain per cent of the energy of the wavelet sub-bands to
ensure histogram-equalized activations. The optimiza-
tion of the co-efficient is executed offline and out of
the CNN, the framework to limit the computations. In
[40] a novel dual-branch transfer learning approach for
the detection and grading of various stages of diabetic
retinopathy using a single retinal fundus photograph.
Our model utilizes two state-of-the-art CNN architec-
tures, EfficientNetB0 and ResNet50, which have been
fine-tuned through transfer learning techniques on a
large multi-center dataset.

2.1. Dataset and front end

The images are extracted from the Kaggle repository
[41]. In the proposed work, we have experimented with
35,126 images with 80% of the images used for training.
25,810 images are taken as Class 1 with No DR, 2443
images are taken for Class 2 –MildDR, 5292 images are
taken for Class 3 – Moderate DR, 873 images are taken
for Class 4 – Severe DR, 700 images are taken for Class
5 Proliferative DR. Like some recent research works
[42], the implementation is done with cooperative
i-Python environment called theGoogleCo-laboratory.
The Computer Vision Library – “Open CV” and the
machine learning libraries “Keras”, and “Tensor Flow”
which are supported by Google Co-laboratory, are used
to train CNNs with GPUs in the Google Cloud.
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Figure 1. Overall process diagram of wavelet CNN and Optimization of activation functions.

2.2. Wavelet CNNwith PSO optimized activation
function

Initially the images are subjected to wavelet transform.
And in addition to the image dataset, we append an
approximate sub-band dataset and detailed sub-band
dataset as shown in Figure 1 and in pseudo-code in
Figure 2. The pseudo-code in Figure 2 shows that
these 2 datasets are appended such that each image
has 3 components (the image (I), approximate coeffi-
cient sub-band �(I), detailed sub-band ψ(I)). And as
detailed in Figure 1, the approximate coefficient sub-
band corresponding to level 1, 2 are A1, A2and the
detailed coefficient sub-bands are H1, V1, D1 and H2,
V2, D2 The image (I) in the spatial domain is fed to
a conventional CNN. In subsequent levels of wavelet
transformation, the LowPass (Scaling) coefficients�(I)
are also fed to the conventional CNN.

The concern for feeding approximate co-efficient
sub-band (LP outputs) also to the CNN is that the
inputs to theCNNaremade available also in thewavelet
domain, enabling multi-resolution analysis in the CNN
framework.

The HF wavelet domain inputs or detailed co-
efficient sub-bands ψ(I) are subjected to the activation
with III order spectral Relu and then fed directly to
Fully Connected Layer. The appropriation of the image
I, approximate coefficient sub-band�(I), detailed sub-
band ψ(I) can be inferred from the process diagram in
Figure 1 and the pseudo-code in Figure 2.

The coefficients of III order activation function is
optimized by PSO. PSO is initialized offline to the CNN

Algorithm:Wavelet CNN

Input d : image dataset (I images), I : labels
dtrain, dtrain ∈ d

for each image I in dataset do
Obtain Scaling function/LF sub-bands,�(i)
Obtain Wavelet function/HF sub-bands,�(i)

End for

Append Inputs Approx sub-band dataset,
dapprox ← �(d)

Detailed sub-band dataset, ddet ← �(d)
append d← dapproxddet
dtrain, dtest ← Split training and testing data

for each Image I in dataset do
I;�(I);�(I)← Segregate feature maps/Inputs

for each sub-band�(I) (Offline)
Optimized parameters

{K,C1,C2,C3}← Optimize III order activation function
Formulate III order activation function

End for
Fully connected Layer← Other layers of CNN←

Conventional activation function← I,�(I)
Fully connected Layer←Optimized III order

activation function← �(I)
End for

Figure 2. Pseudo-codeof thewavelet CNNandOptimizationof
activation functions.

framework as shown in Figure 1, all members with four
dimensions K, C1, C2, C3 where C1, C2, C3 are the coef-
ficients of the spectral terms of different order and K
refers to the coefficient of the activation function. These
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Table 1. Sizes of Tensors received by a Fully Connected layer for a single image.

Size of the Input

Tensors received by a
Fully Connected layer
for a single image

Layers crossed by the
Tensor before the Fully

connected layer Size and Channels

FC or Side-Output Layer 1 400 X 400 Original image in level-0
after Drop out

A conventional CNN – i.e.
Convolution Layers, other
specific layers of a CNN,
Max-pool, Drop-out

98× 98 (32 Convolution
channels)

Level 1 (Resolution 1 of wavelet transform)
FC or Side-Output Layer 2 200 X 200 Approximate coefficient

sub-band A1 or�
A conventional CNN – i.e.
Convolution Layers, other
specific layers of a CNN,
Max-pool, Drop-out

48× 48 (32 Convolution
channels)

FC or Side-Output Layer 2 200 X 200 Detailed coefficient
sub-band H1, V1, D1 orψ
without any drop-outs

Custom Activations – III order
spectral activation function

200× 200 (3 channels –
H1, V1, D1)

Level 2 (Resolution 2 of wavelet transform)
FC or Side-Output Layer 3 100 X 100 Approximate coefficient

sub-band A2 or�
A conventional CNN – i.e.
Convolution Layers, other
specific layers of a CNN,
Max-pool, Drop-out

24× 24 (32 Convolution
channels)

FC or Side-Output Layer 3 100 X 100 Detailed coefficient
sub-band H2, V2, D2 orψ
without any drop-outs

Custom Activations – III order
spectral activation function

100× 100 (3 channels H2,
V2, D2)

Figure 3. The proposed Wavelet CNN X (m, n) – refers to X Channels of size (m, n).

parameters are optimized fitting the higher energy of
the sub-bands; edges contribute to most of the energy
in detailed coefficient sub-bands. As shown in the over-
all process diagram in Figure 1, the optimized coeffi-
cients K, C1, C2, C3 is applied to the III order spectral
activation function, which is applied to the detailed co-
efficient sub-bands/wavelet function ψ(I). This can be
inferred from the pseudo-code in Figure 2. Since there
is a re-architecture the feed allocation is detailed in
Table 1, with details of the tensors of the images and
sub-bands.

2.2.1. The wavelet CNN
In Figure 3 the symbol � represents the 2-D Wavelet
transform on the Image. The “db3” wavelet is used
in this work because of the proven significance of the
“db3” Wavelet function in retinal image analysis [43].
Several researchers like Dua et al. have established the
significance of Daubechies-3 wavelet for retinal image
analysis [44].

All the above works of literature put forth that, the
CNNs that involve only spatial domain filtering, the

inclusion of spectral inputs shall enhance the fea-
ture extraction process. And as the wavelet transform
decomposes an image into Low Frequency and High-
Frequency sub-bands and much of the High-frequency
features are extracted in the Convolution layer of the
CNN, the authors do not subject the High-Frequency
sub-bands to the CNN. They are fed directly to the
Fully Connected Layer corresponding to the particular
resolution (as shown by the straight-line connections
between the HVDs and the Fully Connected Layers in
Figure 3).

Also this can be inferred from Table 1 that the High-
Frequency sub-bands/wavelet sub-bands, after custom
activation function are directly fed to the fully con-
nected layer.

The original image and the 2 levels of wavelet trans-
form outputs’ approximate co-efficient sub-band (� or
A-LP outputs) are subjected to the entire CNN.

In the model shown in Figure 3, in the 1st branch,
the image in the spatial domain is fed to a conventional
CNN. In other words level-0 resembles a convention
CNN by itself.
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In subsequent levels, the Low Pass (Scaling) coeffi-
cients of each level of the transform are fed to the CNN
input (as shown in the 2nd and 3rd main branches of
the model). The concern for feeding approximate co-
efficient sub-band (LP outputs) also to the CNN is that
the inputs to the CNN are made available also in the
wavelet domain, enabling multi-resolution analysis in
the CNN framework. The approximate coefficient sub-
bands or scaling co-efficient A1 and A2 correspond to
levels 1 and 2 in Figure 3. The multi-resolution analy-
sis can be inferred that the original image size (m, n) is
halved at each level to (m/2, n/2) for level 1; (m/4, n/4)
for level 2.

The HF wavelet domain inputs or detailed co-
efficient sub-bands H1, V1, D1 (in level 1) & H2, V2,
D2 (in level 2) in Figure 3 are fed directly to Fully
Connected Layer after (offline) optimized activation as
additional Edge textures in the Wavelet Domain.

The above implementation is carried out with the
ability of the Keras tool to receivemultiple inputs of dif-
ferent sizes. Table 1 shows concisely the different inputs
and their sizes before the Fully Connected Layer. There
are 3 Fully Connected Layers, and they are called side
output layers as the Loss function is estimated for all 5
classes. For instance for a single image of size 400× 400,
from the input side, the tensors received have 5 different
sizes at the Fully Connected Layers.

Thementioned sizes of different tensors are summa-
rized in Table 1.

2.3. The CNN

Filtering is executed in the Convolution Layer over
the input images. These filters extract significant edge
information from the image. The CNNmodel in Figure
3 uses 32 filters, of size 3× 3 with stride 1. The pur-
pose of Rectified Linear Unit RELU is to transform the
features in a linear space into a non-linear space.

In the drop-out layer, 30% of the neurones are
dropped out to avoid model-over-fitting. The dimen-
sion of the FeatureMaps has to be reduced forminimiz-
ing the computations. Generally, an even-sized window
is moved over the image with stride 2. At each tile, the
highest value is retained. The Fully Connected layer is
usually the terminal layer which resembles the back-
propagation stage of an ANN. The drop-out layers are
the side output layers and the Loss function is esti-
mated. In this work, to the input of the Fully connected
layer, we have the tensors related to the original image, 2
levels of Approximate co-efficient sub-band (A-LP out-
puts, with convolution filtered and activation function
applied), 2 levels of Detailed co-efficient sub-band (H,
V, D-HP outputs).

The conventional AlexNet is capable of receiving
input images of size 224 X 224 X 3, it then extracts fea-
tures with convolution layers with filter sizes 11 X 11, 5
X 5, 3 sets of layers with filter sizes 3 X 3, each followed

by Max-pooling. In the proposed wavelet CNN, as we
have different sizes – 400 X 400 (original image), 200 X
200, 100 X 100 (Wavelet domain inputs) we implement
the conventional Alex Net thrice (once for the image
in the spatial domain and twice for the wavelet domain
inputs). i.e. for instance, the image of size 400 X 400
is fed to the set of convolution layers with filter sizes
11 X 11, 5 X 5, 3 sets of layers with filter sizes 3 X 3,
each followed by Max-pooling by a custom implemen-
tation. And the conventional Alex Net encompasses 3
dense layerswith 4096, 4096 and 1000neurones.We tai-
lored the last dense layer with 2 neurones for the 2-class
classification problem.

Also, the authors carefully examine the performance
of the activation function tailored for the frequency
domain and then tune the function for the wavelet
domain. Here, the authors focus on the fact that the
“edge” feature maps constitute most of the energy in
the detail coefficient sub-bands as the edges mainly
contribute to the discrimination and optimize the cor-
responding activations.

The Frequency domain Relu [12], shown in Figure
4a, fails for detailed wavelet sub-bands as it nullifies the
negative coefficients,

Y(ω) = 1
2
[X(ω)+ X||(ω)||] (1)

The Frequency domain activation function in equation
(1) normalizes negative coefficients in the design of
frequency domain CNN but does not work well for
images in the wavelet domain. The nullification of neg-
ative coefficients as in FD Relu leads to a major loss of
significant features.

2.4. Optimization of the co-efficient of the
polynomial activation function

The authors in [46] and [47] propose activation func-
tions of first order with learnable slope parame-
ters. Polynomial functions of higher order are also
researched and they exhibit curvature. In this work, the
authors’ trials with most of the II order activation func-
tions (with different coefficients) lead to a wider range
of outputs compared to the inputs.

1. For instance, the Spectral domain Relu (S-Relu)
given by equation (2) [13] fits the frequency domain
data.

Y(ω) = 0.021X2(ω)+ 0.3X(ω) (2)

It is observed that the output of the activation, shown
in Figure 4b, is bounded in the same range for an input
range [−15, 15] as claimed in the work [13]. But it is not
perfectly tailored for the wavelet domain as the activa-
tion stretch-out the range for inputs in the range [−200,
200] as shown in Figure 4b.
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Figure 4. (a). Frequency Domain Relu (proposed in [45]). (b) Spectral Relu (Second order proposed in [12]). (c). Coefficient Optimized
Spectral Relu (Third-order).

2. A parabolic activation function is also implemented
to achieve linear decrease and linear increase for nega-
tive and positive coefficient inputs respectively, but the
metrics are not successful.
3. The authors optimize the third-order functions as

shown in Figure 4c, and the shape of the activation
function. The optimization is subject to the constraint
that the output shall be in the range [0,400] for the input
range of[−200, 200] of H, V and D wavelet sub-bands.

The third-order activation function for the wavelet
domain, as given by equation (3), shown in Figure
4c, fitting the conditions, transform all negative coeffi-
cients to positive and within a range that fits the wavelet
domain inputs.

Y(ω) = 1
K
C1X3(ω)+ C2X2(ω)+ C3X(ω) (3)

For the proposed activation function, shown in equation
(3), the authors propose to optimize the constants K,
C1, C2, C3. The coefficients are optimized to fit the
maximum energy of the wavelet sub-bands (Horizon-
tal (H), Vertical (V), Diagonal (D)) as in the High
Frequency/Wavelet sub-bands, the edges contribute to
most of the energy. A stopping criterion is imposed to
restrict the energy of the activation within a certain per
cent of the energy of the input wavelet sub-bands before
activation. Else unbounded increase of energy leads to
over brightening i.e. unequalized histogram.

Another concern about the polynomial activations is
that the higher value (near unity) for the coefficients of
higher-order terms leads the weights to grow extremely
[48] and cause instability. Hence the allowable range of
the coefficient in equation (3) is taken asK– [5,10], C1 –
[0, 0.05], C2 – [0, 0.05], C3 – [0, 1]. As discussed in [48]
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C1 and C2 are chosen less with negligible magnitude
concerning unity.

In the initial step of optimization, PSO is initialized
offline to the CNN framework as shown in Figure 1,
with 30 members (Population size), each with four
dimensions K, C1, C2, C3 corresponding to equation
(4).

The position and velocity are updated in PSO is
executed as shown in equations (8) and (9),

Vt
L,M =WVt−1

L,M + C1r1(bp(x)tL − ptL,M)

+ C2r2(bp(x)tL − ptL,M) (4)

pt+1L,M = ptL,M + Vt
L,M (5)

In equations (4) and (5), the terms “V” and “P” rep-
resent the velocity and position respectively; M and L
represent the member and dimension respectively; “t”
represents the iteration number, and “W” denotes the
inertia weight that controls the impact of the previous
velocity on the current velocity.

The fitness of the memth member in the iterth iter-
ation is calculated as shown in equation (6) and the
energy optimization is taken as a constraint for opti-
mization of the parameters as shown in Figure 1.

Fititermem = Energyiter(mem) (6)

Where Energy represents the Energy of a sub-band.
The PSO entities and parameters are consolidated as

follows:
Input – H, V, D sub-bands; Objective function – To

increase the Energy of activation to the sub-bands (H,
V, D); Population – Constants and co-efficient terms of
the activation function – K, C1, C2, C3; Dimension – 4;
Allowable range – K – [5,10], C1 – [0, 0.05], C2 – [0,
0.05], C3 – [0, 1]; Population size – 30; Constraint – the
output of the activation function is constrained to the
range [0,400]; Stopping Criteria – η% of the energy of
the sub-band.

The optimized activation function exhibits a linearly
decreasing relationship for the negative coefficients, as
shown in Figure 4c. That is the activation function
gives more weight to the negative coefficients with high
magnitude. This is highly desired as in the detailed
co-efficient wavelet sub-bands the negative co-efficient
with high magnitude also corresponds to a signifi-
cant “edge” feature map and the “sign” is typically the
direction of the kernel. And the function is ensured to
produce the best activationmaps by visual examination
as shown in Figure 6 in Section 4.

As shown in the overall process diagram in Figure 1,
the optimized coefficients K, C1, C2, C3 is applied to the
III order spectral activation function, which is applied
to the detailed co-efficient sub-bands/wavelet function,
i.e. the III order spectral activation function is opti-
mized for the detailed co-efficient sub-bands/wavelet
sub-bands. This can be inferred from Table 1 and it is

further inferred that the approximate co-efficient sub-
band/scaling function is fed to a conventional CNN
with conventional activation function.

Then, in the fully connected layer, each entity has its
own significance and it shall be appropriate to let the
network optimize the significance among the inputs fit-
ting to the error minimization. The significance of the
individual inputs to the fully connected layer is formu-
lated to be optimized based on their Weight fitting to
improve the overall accuracy, inspired by [45].

That is, a Loss value is evaluated in the forward pass
but they work together for weight-up gradation in the
backpropagation. The loss value is initially evaluated
individually for all the layers (3 drop-outs and 2 detailed
sub-bands).

The Loss function for the nth side-output node
(Drop-out) is initially evaluated with the fully con-
nected layer as per equation (7)

lnside(w
n) = − 1

m

m∑
j=1

C∑
i=1

Yjilog(Pji),Wn (7)

Yji represents the probability of correspondence of label
“i” to sample “j” in the ground truth. Pji represents
the probability of predicting sample “j” as belonging
to label “i”. wn represents the Set of weights of the nth

side-node.
Then there is a weight fusion step in which the

Loss function for all the side-output nodes are eval-
uated with the fully connected layer as per equation
(8) in [45], with the fusion of weights, i.e. the weights
corresponding to all the side output nodes are updated.

lnfuse(w
n,wfuse) = − 1

m

m∑
j=1

C∑
i=1

Yjilog(Pji),Wn,Wfuse

(8)

Then the weight updating is executed subject to the
constraint in equation (13). Hence the significance of
the individual inputs to the fully connected layer is for-
mulated to be optimized as βn in equation (9) based on
their Weights fitting to improve the overall accuracy as
proposed in [45].

Obj(W) = argmin

( C∑
n=1

βnlnside(W,wn)

)
(9)

As there are 5 side-nodes (n = 1–5), correspond-
ing to the Original Image (in the spatial domain), res-
olution 1 and resolution 2 inputs respectively β1 to
β5would represent their significance in order.

3. Result and discussion

Themulti-resolution analysis is experiencedwith “db3”
mother wavelets as the wavelet has been significant in
Retinal Image Analysis [44]. In Table 2, we compare
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Table 2. Comparison of the metrics of the CNNs recently implemented by other researchers in the Retinal Image Analysis field.

Objective & Reference Dataset & Number of Images Methods Accuracy

[29] To detect DR (2019) Messidor – 1130 colour fundus images Green Channel input is applied to AlexNet for DR. The
AlexNet is modified to accommodate input size. It
consists of 8 convolution layers and 3 dense layers.

96.6%

[30] To detect DR (2020) Thirty Five thousand and One Hundred
and Twenty Six images of 5 classes
from the Kaggle dataset

Features extracted frommulti-scale base CNNs are
integrated into a dense layer. The base CNs are
custom-defined and shallow and the integration is
based on a novel voting scheme.

92%

[31] To detect DR (2021) Thirty Five thousand and One Hundred
and Twenty Six images of 5 classes
from the Kaggle dataset

Multi-scale attention Nets (ResNet+ 2 residual blocks
fed to Atrous convolution)

98.3%

[33] To detect DR (2021) Thirty Five thousand and One Hundred
and Twenty Six images of 5 classes
from the Kaggle dataset

Stacked CNNs (3 custommodels) with
weighed-majority-based voting for final
classification. Grey-Wolf Optimization-based
luminosity normalization is done.

97.9%

[49] To detect DR (2022) 2693 images – WF-OCTA Multi-branch CNN algorithm to analyze WF-OCTA
images for staging DR.

96.11%

InceptionV3-VGG-16 based CNNmodels
[50] To detect DR (2022) 3622-ISBI 2018 IDRiD Adaptive active contour-based blood vessel

segmentation and MDNN-based grading.
95.27%

Optimized CNN FNU-GOA-MDNN
[40] To detect DR (2024) Messidor, IDRiD, EyePACS and APTOS

2019
s transfer learning, employing two state-of-the-art
pre-trained models as feature extractors and
fine-tuning them on a new dataset

98.50%

[51] To detect DR (2022) KAGGLE-3662 Deep Learning (DL) and transfer learning algorithms 96.2%
Proposed Wavelet Method 98.6%

Table 3. Metrics of the recent CNN implementations in the Retinal Image Analysis field (with regular inputs & multi-resolution
inputs).

Reference CNNModel

CNN as explained
in reference and
implemented No of images

Metrics of the
existing CNN

Metrics of
re-architecture
Wavelet CNN

[52] A Custom CNN Convolution Layer with 32 filters, ReLu Activation
function (2 sets), Max-pool, drop-out, dense
function, followed by another set of activation,
drop-out and dense

35,126 images of 5
classes from the
Kaggle dataset

Accuracy = 0.82 Accuracy = 0.88
Sensitivity = 0.86 Sensitivity = 0.85
Specificity = 0.77 Specificity = 0.91

[53] ResNet with
Attention Layer

6 learned layers, 4 Convolution layers, 2 Fully
Connected Layer, Softmax layer

Accuracy = 0.94 Accuracy = 0.98
Sensitivity = 0.91 Sensitivity = 0.93
Specificity = 0.95 Specificity = 0.90

[29] AlexNet for DR 2 Convolution layers, Pool, Convolution layer, Pool,
Convolution layer, Pool, Flatten, FC1, FC2, Output
layer

Accuracy = 0.93 Accuracy = 0.97
Sensitivity = 0.94 Sensitivity = 0.97
Specificity = 0.91 Specificity = 0.98
ROC = 0.93 ROC = 0.96

the wavelet CNN (with appropriate feed allocation and
optimized activations) with the state-of-the-art CNN
models implemented for DR diagnosis with a focus on
the same dataset, Kaggle. As we can infer that the pro-
posed re-architecture wavelet CNN outperformed the
Alex Net for DR [29], multiscale shallow CNNs [30],
multiscale attention net [32], stacked CNNs [33] with
2, 6.6, 0.3, 0.7% increase accuracy.

In Table 3we compare themetrics of the recent CNN
implementations in the Retinal Image Analysis field
with the CNNs modified for multi-resolution inputs
with a 3rd-order spectral activation function.

In CNN 1 (a custom CNN [52]), the accuracy
obtained is 82%, and when the wavelet input is
appended by re-architecture, the accuracy is increased
to 85%. In CNN 2 (ResNet with Attention Layer
[53]), the accuracy obtained is 85%, and when the
wavelet input is appended by re-architecture of ResNet
with Attention Layer, the accuracy is increased to
89%. In CNN 3 (AlexNetfor DR [29]), the accuracy
obtained is 93%, when the wavelet input is appended
by the re-architecture of AlexNet, the accuracy is

increased to 96%. We can infer the increase of accu-
racy values with re-architecture CNNs in all types
of CNN.

Figure 5 shows the PSO fitness plot which is the
offline (to CNN) optimization of the average energy
of the 3 sub-bands (H, V, D) fitting for the maximum
value. The stopping criteria are initiated for η% of the
average energy of the sub-bands (H, V, D). Hence with
a random choice of the population, the initial average
energy of the sub-bands is 201.24 J and it increases with
iterations up to 209.79 J at an early stage of 13 iterations,
then the stopping criteria is imposed to ensure avoid-
ance of histogram un-equalization of the activations as
inferred subjectively from Figure 6.

Figure 6 illustrates activations offered by the S-Relu
(LHS) and Optimized 3rd-order S-Relu (RHS) for the
H, V and D wavelet coefficients’ (Top to bottom). It
can be inferred that for all the sub-bands the Opti-
mized 3rd order S-Relu(with C1 = 0.0001 and C2 =
0.0021) acts as an effective activation function than the
counterpart proposed for the frequency domain. The
effectiveness can be inferred from the visualization of
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Figure 5. Plot of PSO fitness (Early stopped).

Figure 6. Illustration of Spectral Relu proposed in [12] (LHS)
and 3rd order coefficient –Optimized spectral Relu (RHS) for the
H, V, D wavelet coefficients (Top to bottom).

more “edge” featuremapswith the tuning of the higher-
order co-efficient C1 and C2, lower-order co-efficient
C3, and the constant K fitting the maximum energy of
the corresponding sub-band.

Apart from the quantitative justification of the re-
architectureWavelet CNN in terms of the differentmet-
rics, we showcase the “learnings” of these CNN as Heat
Maps by tapping their Weights. In [53] a soft attention
architecture is used to forecast the heatmaps of the cor-
respondence of the CNN training to different regions of
the image. The authors [54] claim that without the heat

maps of the “Weights”, the CNNs are commonly per-
ceived as black-boxes and that shortly CNN heat maps
shall disclose the regions of significance for discrimi-
nation [55]. In this work, the inputs are multi-fold (1)
Original Image, (2) Scaling co-efficient/Approximate
sub-band (Low-Frequency), (3) Horizontal Wavelet
co-efficient/Detailed sub-band (High-Frequency), (4)
Vertical Wavelet co-efficient/Detailed sub-band (High-
Frequency), (5) Diagonal Wavelet co-efficient/Detailed
sub-band (High-Frequency). Figure 7 shows the Orig-
inal Image and corresponding Heat Maps (Class 1–5
from Left to Right in all the rows). Row 1 shows the
Original Images. Row 2 shows the heat Maps of the
Images. Row 3 and Row 4 show the Heat Maps of Hor-
izontal and Vertical Wavelet sub-bands. Inferring the
heat maps of the images (II rows) in class 1, there is
no significant Heat map outside the Disc as it is a nor-
mal image. Whereas some haemorrhages, and exudates
are learned by the CNN (shown as RED patches) for
class 2 and class 3(II rows, II, and III column). For
classes 4 and 5, the lesions (scars) are predominantly
learned in the H and V sub-band (last 2 rows, IV and
V figures) compared to the heat maps of the original
image (II rows, IV and V figures). The discrimination
of the heat maps along each row establishes the learn-
ing of the CNN, fitting each class. In that context, the
heat map discrimination between classes is dominant
among Row 3 and Row 4 also (HeatMaps of Horizontal
andVerticalWavelet sub-bands). In [56] the researchers
have implemented wavelet hyper-analytic activations,
i.e. the wavelet domain inputs are treated with hyper-
analytic activations. The authors of [56] subjected
wavelet domain inputs with suitable activations but
they have not implemented MRA in the framework
i.e. there is only 1 level of wavelet decomposition.
Whereas the proposed wavelet CNN re-architectures
allocating the wavelet domain feeds of different reso-
lution into the CNN & the detailed co-efficient wavelet
sub-bands are fed directly to the fully connected layer
with suitable activations (III order spectral activation
function).

The proposedwaveletCNNre-architecture is unique
in the way of offering MRA in CNN framework.

The wavelet CNN re-architecture implemented on
the ResNet with Attention Layer produces the best clas-
sification accuracy of 98% in DR diagnosis.

Informed consent: N.A.

4. Conclusion

In this work, the authors propose a new architec-
ture for CNN, integrating theMulti-resolutionAnalysis
(MRA). In the proposed design, the original image and
the LF (Scaling) sub-bands are processed in the CNN
format. The HF (wavelet) sub-bands are directly fed
to the fully connected layers as it encompasses edge
features. Existing models like M-Net have successfully
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Figure 7. Original Imageand correspondingHeatMaps–Class 1–5 (Left toRight) (Best Viewed in colour). Row1–Original ImageRow
2 – Heat Maps of Original Image. Row 3 – Heat Maps of Horizontal Wavelet Image. Row 4 – Heat Maps of Vertical Wavelet Image.

utilized wavelets in a CNN framework for Segmen-
tation where the design is complex, and finally, the
proposed 3rd-order S-Reluis optimized to preserve the
maximum energy of wavelet sub-bands (and hence pre-
serve the edge feature maps) compatible with the range
of wavelet coefficients in DIP. We infer that the pro-
posed Wavelet CNNs outperformed the conventional
CNNs in terms of Accuracy, Sensitivity and Specificity.
A custom CNN, ResNet and AlexNet re-architecture
for wavelet inputs have shown an average 3% improve-
ment in inaccuracy. The highest accuracy of 96% is
attained with the AlexNet re-architecture. The pro-
posed CNN outperformed the recent state of the art
research with CNN re-architectures multiscale shal-
low CNN [30], Network in Network [31], multiscale
attention net [32]. Also from the heat maps, we infer
that for severe DR, the lesions (scars) are predomi-
nantly learned by the Horizontal and Vertical Wavelet
sub-bands compared to the heat maps of the Image in
the spatial domain, which implies the significance of
multi-resolution analysis (Wavelet sub-bands) within a
CNN. The novelty lies in the concern feed allocation for
the spatial domain, wavelet domain inputs; optimized
activations in the range suitable for wavelets in DIP.
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