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ABSTRACT
This paper addresses speed control for permanent magnet synchronous machines (PMSMs),
specifically focusing on the outer control loopwithin a cascaded control structure. The proposed
approach aims to address theweaknesses of existingmethods.Oneof its key advantages is that it
does not require knowledgeor estimationofmechanical torque,magnetic flux or inertia. Instead,
it relies on a straightforward formula, avoiding the complex algorithms typically used to estimate
mechanical characteristics. Additionally, the proposed strategy ensures robust control even in
the presence of faults in current sensors. Simulation results demonstrate the superiority of the
proposedmethod compared to recent approaches, and experimental results confirm its viability.
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1. Introduction

The permanentmagnet synchronousmachine (PMSM)
has garnered increased attention in recent years [1]
for use in electromechanical energy conversion systems
(ENCSs), whether based on fossil fuels or renewable
sources [2]. It is also applicable in energy storage sys-
tems [3]. Compared to other types, such as single- or
doubly-fed induction machines [4], the PMSM offers a
higher power-to-weight ratio and eliminates the need
for a gearbox.

A PMSM-based electromechanical energy conver-
sion system (ENCS) can operate as a stand-alone system
[5] or be connected to a power grid [6]. The utiliza-
tion of a PMSM within an ENCS varies depending on
the control configuration of the machine (generator).
Twomain configurations are identified: the first is based
on active power control, and the second is based on
speed control [7]. In both configurations, the reference
for the direct component of the current is set to zero.
This approach is intended to expand the range of elec-
tromagnetic torque variation, which is directly related
to the q-axis component of the current, and to min-
imize losses. The speed control configuration is often
preferred due to its relative simplicity compared to the
active power control configuration, where the control
output directly depends on the control inputs. Addi-
tionally, the speed control configuration is more com-
monly used for PMSM-based energy storage systems.

Recent control approaches have been proposed to
enhance the speed control performance of PMSMs.
One method, developed in [8], utilizes an H-Infinity

strategy for both speed control and mechanical load
estimation. This approach incorporates a feedforward
term for accurate tracking but relies on the knowledge
of machine parameters and involves complex calcula-
tions through linear matrix inequality (LMI) resolu-
tion. Another linear control method, synthesized in the
frequency domain, is discussed in ref. [9]. The perfor-
mance of this method depends on real-time estimates
of system parameters. Both methods share a common
weakness: sensitivity to non-modeled dynamics.

To address this issue, ref. [10] introduced an adap-
tive PID controller with variable structure terms. This
method does not use the inner current control loop;
however, it calculates some control law parameters
based on integral and derivative functions, which
increases sensitivity to measurement noise and offsets.
Additionally, this approach requires a higher imple-
mentation frequency.

The works in [11] and [12] focused on synthesizing
nonlinear surface-based sliding mode control for the
speed control of permanent magnet Vernier machines
(which have a similarmodel to classical PMSMs). How-
ever, these approaches require knowledge of mechan-
ical quantities and are dependent on the precision of
speed sensors, as they rely on accurate control error
dynamics.

The authors in refs [13,14] developed adaptive feed-
back linearization control strategies. These algorithms
are designed for estimating non-modeled electrical
quantities, such as mechanical torque and parameter
variations. However, this approach is effective primarily

CONTACT Abdelhak Djoudi abdelhak.djoudi@hotmail.com CDER, Centre de Développement des Energies Renouvelables, Route de
l’Observatoire Bouzeréah, Algiers, Algeria

© 2024 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted
use, distribution, and reproduction in anymedium, provided the original work is properly cited. The terms onwhich this article has been published allow the posting of the Accepted
Manuscript in a repository by the author(s) or with their consent.

http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/00051144.2024.2429189&domain=pdf&date_stamp=2024-11-20
mailto:abdelhak.djoudi@hotmail.com
http://creativecommons.org/licenses/by/4.0/


AUTOMATIKA 1667

for low-frequency electrical quantities and requires a
higher computational burden and control frequency to
ensure convergence.

In ref. [15], the authors proposed a linear/nonlinear
switching control with active disturbance rejection. A
variable structure function was employed to ensure
robustness. The disturbance function includes unmod-
eled quantities. This method requires solving differen-
tial equations for its implementation, whichmay neces-
sitate a high control frequency. However, this frequency
is limited by the switching of one of the stator-side con-
verters. In ref. [16], an adaptive backstepping speed
control was developed for a surface-mounted PMSG,
which is valid for systems with unknown parame-
ters. However, this method is sensitive to unmodeled
dynamics and requires solving an online optimization
problem.

Predictive methods have also been applied to speed
control. They can be categorized into two main types:
direct and indirect. The directmethod is based on a sin-
gle control loop [17–20], primarily focused on control-
ling the rotating speed. Additionally, it ensures objec-
tives such as the maximum torque per ampere (MTPA)
strategy. The states of the stator-side converter switches
are determined by solving a fitness function, which is
calculated and updated according to the control fre-
quency. The fitness function is evaluated based on the
models of the PMSG and the stator-side converter. It
should be noted that with this method, the dynam-
ics of the q-axis current component are not controlled,
which can result in undesirable behaviour, such as cur-
rent fluctuations, especially in systems with high iner-
tia. This can lead to increased converter and machine
losses, ultimately reducing the system’s lifetime.

The category of indirect control methods overcomes
these drawbacks by employing cascaded control loops.
The inner control loop is responsible for controlling the
current components, with several methods specifically
designed for this purpose. The outer control loop man-
ages the rotating speed by determining the required q-
axis current reference. In ref. [21], the authors proposed
a predictive-based deadbeat speed control, where the
command output is the reference for the q-axis current
component. The inner control loop also uses predictive
control to select the optimal switch states based on a fit-
ness function for current control. However, thismethod
remains sensitive to parameter variations because it
directly depends on the machine model. The control
strategy developed in ref. [22] addresses this issue by
implementing an adaptive approach with the estima-
tion of unknown quantities. This approach is based on
ultra-local model control for both control loops, but it
is still sensitive to machine demagnetization. It is also
noted that in predictive controlmethods, the prediction
of the machine state relies on the Euler discretization
method, which is susceptible to noise and inaccuracies
due to the limited fidelity of the sensors.

A flatness theory-based approach for PMSG con-
trol loops was elaborated in ref. [23]. However, this
method does not ensure robustness to parameter vari-
ations, as verified by the Lyapunov criteria. In ref. [24],
the authors proposed a direct control law based on an
adaptive linear function, where the gains are optimized
through a genetic algorithm. Unfortunately, these gains
are obtained using a simplified PMSMmodel that only
applies to a specific operating point and set of machine
parameters. As a result, the stability at other operating
points orwith differentmachine parameters is not guar-
anteed, and the dynamic behaviour of the currents is
not controlled.

Cascaded sliding mode methods have been pro-
posed as a viable alternative for controlling the
behaviour of speed and current components. In refs.
[25,26], an adaptive sliding mode controller was syn-
thesized to reduce the gain, which is directly related to
the chattering phenomenon. Specifically, the unmod-
eled quantity described by the mechanical equation is
estimated and injected into the classical sliding mode
controller. In ref. [26], the gain is set as a propor-
tional function of the tracking error, which can lead
to undesirable behaviour of the speed near the refer-
ence value. In ref. [27], an adaptive slidingmode control
based on the saturation function was proposed, but this
approach results in decreased performance compared
to the sign function-based method. Additionally, this
direct method does not control the current behaviour
effectively.

The control law proposed in this paper offers
enhanced properties compared to the previously men-
tioned methods. It utilizes cascaded control to effec-
tivelymanage current behaviour, with a particular focus
on the outer control loop for speed. This approach is
based on simple formulas, leading to reduced compu-
tational burden and increased reliability. Unlike meth-
ods previously proposed in the literature, our approach
does not require an online estimation algorithm for the
unmodeled quantities related to mechanical behaviour.
This makes it robust even in the presence of imperfec-
tions in the inner control loop.

The rest of the paper is organized into five main
sections. The first section provides a brief description
of the problem statement. The second section presents
a simplified model of the machine. The third section
details the developed control approach. The fourth
section demonstrates the superiority of the proposed
method compared to a recent one published in the lit-
erature, using simulation results. Finally, the fifth and
sixth sections are dedicated to experimental validation
and the conclusion, respectively.

2. Problem statement

The operation of the controlled PMSM-based entrain-
ment system is depicted in Figure 1. The PMSM
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Figure 1. Controlled PMSM-based entrainment system.

converts mechanical power, characterized by torque τ

and rotating speed �, to electrical power or vice versa.
The electrical currents are sinusoidal, and the volt-
ages applied to the generator terminals are generated
through a stator-side converter. The system controls the
rotating speed and the d-axis current component id.
The reference for the rotating speed is �ref , while the
reference for the d-axis current component idref is set
to zero.

Cascaded speed control consists of two main loops.
The outer loop, which is the focus of this paper, is
responsible for determining the q-axis current ref-
erence iqref . The inner control loop manages the
behaviour of the dq-axis generator currents (id, iq).
These currents are derived from the Park transforma-
tion of the three-phase currents ia,b,c. The goal of this
paper is to develop an outer loop control that is inde-
pendent of PMSM parameters, making it insensitive to
parameter variations. This approach avoids the use of
a torque estimation algorithm, thereby increasing reli-
ability and reducing computational burden. Addition-
ally, it ensures control effectiveness even in the presence
of current sensor offset faults.

3. PMSMmodel

dq synchronous reference frame model of three-phase
PMSM is given by system Equations (1).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

did
dt

= −Rs
Ld

id + ωs
Lq
Ld

iq + 1
Ld

ud

diq
dt

= −Rs
Lq

iq − ωs
Ld
Lq

id − λm

Lq
ωs + 1

Lq
uq

J
dΩ
dt

= Cem + τ − Cf ,ωs = pΩ

Cem = 3
2
p(λmiq + (Ld − Lq)idiq)

Cf = μΩ

(1)

The inputs of PMSM are as follows

Table 1. PMSM parameters designation.

Parameter Designation

Rs stator resistance
Ld d-axis inductance
Lq q-axis inductance
λm flux linkage
J system inertia
ωs electrical pulsation (Turbine and PMSG)

ud, uq are dq components of stator voltages. τ repre-
sents the mechanical torque.

The internal states of the system:
id, iq are dq components of stator currents. Cem is

the electromagnetic torque. Cf represents the friction
torque. d- and q-component (ϕd, ϕq) of stator flux link-
age vector are given by system Equation (2) as{

ϕd = Ldid + λm
ϕq = Lqiq

(2)

The outputs are the speed � and d-axis component of
the current id.

The parameters of the system are given in Table 1.

4. Elaboration of the proposedmethod

The purpose of this section is to synthesize a control
law for the outer loop with the characteristics described
in the previous section. The proposed control law is
outlined as follows:

iqref = α

s + β
sign(
�) + iql (3)

where α and β are positive coefficients.
Considering the calculation frequencies, let fΩ be

the frequency for the term (sign(
�)) and fd be the
frequency for the term

(
α

s+β

)
, where s is the Laplace

operator. The tracking error 
� is defined as follows:


� = �ref − � (4)

The dynamic of the speed is as given in (5).

d�
dt

= 3
2
pλm
J

iq + 3
2
p
J
(Ld − Lq)idiq + p

J
(τ − Cf ) (5)

Or,

d�
dt

= aiq + bidiq + cτt (6)

where

a = 3
2
pλm
J

, b = 3
2
p
J
(Ld − Lq), c = p

J
(7)

τt = τ − Cf (8)

Considering the tracking errors of dq currents com-
ponents like 
id,
iq, respectively. The latter are given
by relation (9). {


id = idref − id

iq = iqref − iq

(9)
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The speed dynamic error is written in function of

id and 
iq as follows.

d(
�)

dt
= aiqref + cτt + 
 − d�ref

dt
(10)

The quantity 
I is defined in (11) where d-axis
current component reference is set to be null.


 = −a
iq + b
id
iq − biqref
id (11)

The speed reference is given as steps which are
referred by the intervals Ni = [ti, ti + Tsr[ , i = 1, 2 . . .

and ti + Tsr = ti+1. So, for time instant t ∈ to a given
Ni, relation (11) becomes:

d(
�)

dt
= aiqref + cτt + 
 (12)

Replacing the quantity (3) in relation (12), the
dynamic of the tracking speed error is given by (13).

d(
�)

dt
= aα

s + β
sign(
�) + cτt + 
I (13)

where


I = 
 + iql (14)

Inserting a low pass filter for both parts of the last
equation. The filter model F(s) is given by relation (15).

F(s) = 1
σ s + 1

(15)

The coefficient σ set the dynamic of the filter. This
filter needed to filter high frequency part. Relation (13)
becomes

(
�)F(s) = aα
(s + β)(σ s + 1)

sign(
�) + cτtF + 
IF

(16)

where 
IF , τtF , iqrefF , (
�)F are filtered quantities of

I , τt , iqref ,
�, respectively, in the Laplace domain.
PMSG parameters variations are practically null and
neglected during that interval.

Taking into account, the dynamics of �, τt , iqref are
very slow compared to that of the filter F, therefore:

� = �F
t , τt = τtF

t , iqref = iqrefFt (17)

�F
t , τtFt , iqrefFt standing for �F , τtF , iqrefF in time

domain.
The latter relation is ensured if the coefficient σ

verifies the following condition:

0 < σ �
(
1
J
,
1
β

)
(17.1)

Relation (16) becomes as given by (18) in time
domain.

d(
�)

dt
=

(
aα

(s + β)(σ s + 1)

)
t
sign(
�)+cτt + 
IF

t

(18)


IF
t and

(
aα

(s+β)(σ s+1)

)
t
standing, respectively, for


IF ,
(

aα
(s+β)(σ s+1)

)
in time domain.

That implies relation (19).

d2(
�)

dt2
+ β

d(
�)

dt
=

(
aα

(σ s + 1)

)
t
sign(
�)

+ cβτt + β
IF
t + cτ̇t + 
·t

IF
(19)

(
aα

(σ s+1)

)
t
standing for

(
aα

(σ s+1)

)
in time domain.

Knowing that the quantities dk(
�)
dtk , k = 2, 3, τ̈t are

neglected, and σ � 1, so relation (19) tends to the
following form:

d(
�)

dt
= aα

β
sign(
�)+cβτt + β
IF

t + cτ̇t + 
·
IF
t

β
(19.1)

Considering the control parameter α is negative.
Relation (19.1) rewritten as in (20).

d(
�)

dt
= −|(aα)/β|sign(
�)

+ cβτt + β
IF
t + cτ̇t + 
·t

IF
β

(20)

Taking the Lyapunov function V defined as:

V = 1
2
(
�)2 (21)

Its derivative time V̇ expressed as follows:

V̇ = −|(aα)/β||
�|

+ cβτt + β
IF
t + cτ̇t + 
̇IF

t

β
(
�) (22)

The convergence of V to zero is ensured if:

V̇ < 0 (23)

That relation is verified in the case when the regula-
tor parameter α selected as:

|α| >
1
a
|cβτt + β
IF

t + cτ̇t + 
·
IF
t| (24)

For that case:

(V ,�)
converge to→ (0,�ref ) (25)

Let’s find an accurate convergence condition about the
parameter α. This all using relations (3) and (24) and
taking into account the operating limit of stator current.

Taking into account the tolerated rate of q-axis com-
ponent current given by Iqmax. Therefore:

|iqref | =
∣∣∣∣
(

α

s + β

)
t
sign(
�) + iql

∣∣∣∣ ≤ Iqmax (26)

(
α

s+β

)
t
stands for

(
α

s+β

)
in time domain.
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The last is ensured once:∣∣∣∣αβ
∣∣∣∣ + max(|iql|) ≤ Iqmax (27)

That found after taking into accountthe function iqref
is monotone during a given period calculating time
1
fΩ . The maximum value is calculated for steady-state
response to unit step considering Laplace transferfunc-
tion α

s+β .
It is resumed that the convergence condition of the

proposed control law related to the parameter |α| as:
M < |α| < βIqmax (28)

where

M = 1
a
|cβτt + β
IF

t + cτ̇t + 
·
IF
t| (29)

The last relation is simplified taking into account the
specifications of τt , τ̇t ,
IF , 
̇IF . It is noticed that:M is
bounded by the term ϑ and.

ϑ = 1
a
Max(cβτt + β
IF

t + cτ̇t + 
·
IF
t) (30)

The term cτ̇t + 
·t
IF is given by relation (31).

cτ̇t + 
·t
IF = d2(
�)

dt2
− aα

d
(

1
s+β sign(
�)

)
t

dt
(31)

where
(

1
s+β sign(
�)

)
t
stand for

(
1

s+β sign(
�)
)
in

the time domain.
And: ∣∣∣∣∣∣∣

d
(

1
s+β sign(
�)

)
t

dt

∣∣∣∣∣∣∣
≤ 2 (32)

In one hand, d
2(
�)
dt2 is neglected. The term cτ̇t + 
·t

IF
is given as in (32). In other side, the quantity 
IF

t is
given in relation (33).


IF
t = −a
iqF + (b
id
iq − biqref
id) + aiqlF

(33)

where 
iqF , iqlF are the filtered quantity of 
iq, iql
through the filter F in time domain.

The term (b
id
iq − biqref
id) is neglected, and:


IF
t = −a
iqF + iqlF (34)


IF is bounded as follows:

|
IF
t| < a
Im + max(|iql|) (35)

where 
Im is the absolute value of maximum tolerated
q-axis component current tracking error.

Taking into account (34) and (35), (28) becomes.

1
a
Max(cβτt + aβ(iqlF)

+ β(−a
iqF) + 2aα) < |α| < βIqmax (36)

The convergence condition of the controlled system
is verified if:

abs
(
iql + c

a
τt + 2α

(
1
β

))
+ 
Im <

|α|
β

< Iqmax

(37)

Setting

M̄ = βabs
(
iql + c

a
τt + 2α

(
1
β

))
+ β
Im (38)

4.1. Finite-time convergence

This subsection is dedicated to know more about the
convergence time of the concerned control loop.

From relations (20) and (36), it is concluded about
the behaviour of speed dynamic that:

− ∂sign(
�) − βaM̄

<
d(
�)

dt
< −∂sign(
�) + βaM̄ (39)

where ∂ = |(aα)/β|.
For the case when 
�(ti) > 0 the tracking control

error is bounded as given by (38).

−(∂ + βaM̄)(t − ti) < 
�|tti < −(∂ − βaM̄)(t − ti)
(40)

where t is a time variable. t ∈ Ni. (39) is written as in
(40).

−∅M < t + 
�(ti) < 
�(t) < −∅m < t + 
�(ti)
(41)

where.

∅M = (∂ + βaM̄),∅m = (∂ − βaM̄),
t = (t − ti)

The convergence time tc is concluded from (41)
taking purpose 
�(t) = 0. So:


�(ti)
∅M < tc <


�(ti)
∅m (41.1)

For the case when 
� < 0, the tracking error is
bounded as in (42).

∅m(t − ti) < 
�|tti < ∅M(t − ti) (42)

The convergence time given in (43).

−
�(ti)
∅M < tc < −
�(ti)

∅m (43)

Convergence time for both last cases is generalized
by relation (44).

|
�(ti)|
∅M < tc <

|
�(ti)|
∅m (44)
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4.2. Choice of f�, fd and Tsr

The calculating frequency f� related to outer control
loop is chosen to be less than the convergence time of
the innercontrol loop. Updating time of speed reference
Tsr is chosen in such way to be bigger than conver-
gence time of the outer control loop tc. The calculating
frequency fd of the term

(
α

s+β

)
is set to be very big-

ger than the time constant α
β . The last quantity is the

convergence time of the quantity
(

α
s+β

)
.

4.3. Overall consequence

The outer loop, defined by the control law (3), allows
for speed control if the control parameters satisfy the
condition given in relation (37). These parameters do
not depend on the knowledge of the mechanical char-
acteristics of the turbine. Thismethod remains effective
even in the presence of q-axis current offset errors in
the inner control loop. It does not require estimation
of mechanical torque, magnetic flux or inertia, relying
instead on simple formulas. The method is character-
ized by finite-time convergence, as indicated by rela-
tion (44). Notably, the proposed control law does not
rely solely on current measurements, making it robust
against current sensor faults. The block diagram of the
proposed method is illustrated in Figure 2.

5. Simulations results based comparative
study

The effectiveness of the proposed method is compared
to a latest method published in the literature [26]
(Method I) through simulations. The parameters of the
considered machine are given in Table 2. The param-
eters of the developed control method are set to be
α = 1000,β = 40. The adaptive gain fw for method II
is given by relation (45). All mechanical parameters are
set to be known for method I. For method II, these
quantities are assumed unknown.

fw = 200|
�|(1.5 − 0.01e(−10|
�|)) (45)

Figure 2. Block diagram of the proposed control law.

Figure 3. Rotating speed and its reference (method I).

Figure 4. Error of speed control (method I).

Table 2. PMSG characteristics.

Number of pole pairs 4
Nominal stator phase resistance 0.1�
Nominal d-axis inductance 0.85mH
Nominal q-axis inductance 0.95mH
Nominal magnet flux 0.1Wb
Maximum current 25A
Inertia 0.01Kg.m2

Nominal power 5000Watt

The simulations were conducted using MATLAB/
SIMULINK and are based on a small-signal model of
the PMSM. The external torque is taken to be equal to
2N.m for the first 6 s. It is equal to 8N.m for the last
time interval. A sensor offset of 3A is introduced at
the time t = 6 s in order to simulate sensors currents
default. The magnet flux is stepped to take 250% of the
nominal one at the time t = 6 s. For the time inter-
val [0, 6 s], the magnet flux is considered equal to its
nominal value. The quantity iql is artificially limited to
22A by applying a q-axis current limiter. The simula-
tion results are given in Figures 3–5 for method I and
in Figures 6–10 for the proposed method (method II).

It is remarked that during the time interval [0, 6 s[,
the speed tracking the reference (10 rad/s) for the case
of methods I and II (Figures 3,4,6,8 and 9, respec-
tively). The tracking error remains negligible compared
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Figure 5. q-axis current (method I).

Figure 6. Speed and its reference (method II).

Figure 7. Zoom of speed and its reference (method II).

to the reference speed. The q-axis current component is
around 3.34A (Figure 5).

During the time interval [6 s, 12 s[, the speed control
related to themethod I is not ensured where the control
error is 16.4 rad/s, which represents more than 160% of
the reference speed (Figures 3,4,6,7 and 9, respectively).

The speed control target related to the proposed
method is ensured and the control error is 1%. The
steady state of the q-axis current is 5.35A, which
remains tolerable (Figures 5 and 10, respectively).

For the interval time [6 s, 12 s[ , the speed refer-
ence stepped to 150 rad/s. The convergence of the con-
trol target is not ensured for the method I where the

Figure 8. Zoom of speed and its reference (method II).

Figure 9. Error of speed control (method II).

Figure 10. q-axis current component (method II).

steady-state error is 16.4 rad/s which is more than 10%
compared to the reference one (Figures 3,4,6,8 and
9, respectively). The proposed method (II) allows for
accurate tracking even in the presence of current sensor
faults and without requiring knowledge of mechan-
ical quantities. The q-axis current component stills
bounded as required (Figure 10). The response time of
method II is 0.24 s.
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As consequence, the proposed method offers better
performances compared to method I.

6. Experimental validation

The viability of the developed control method is high-
lighted via experimental validation, which was done on
the PMSM-based test bench. The characteristics of the
machine are given in Table 2.

6.1. Test bench description

The test bench is shown in Figure 11. It is composed
of three parts. The first one (Figure 11(A)) gathers
PMSM, which is the target machine and the DC one
used to generate mechanical power, which is trans-
mitted to the generator by the rotor shaft. The cited
machines are mechanically coupled. The DC machine
is used to emulate a hydropower turbine like Semi-
Kaplan one. It generates a reference torque which is
the function of rotor speed. This part incorporates an

Figure 11. Components of the benchmark.

encoder, which permits measuring the rotor position
and rotating speed. The second part (Figure 11(B)) con-
tains the necessary equipment allowing the control of
the DC machine and the PMSM. The last allows com-
manding the rotor speed through two cascaded loops.
The inner one is utilized to control the rotor currents.
That equipment is mainly a set of power electronics
converters, passive filters, AC/DC currents and volt-
age sensors, and transformers. The test bench is utilized
through real simulation assisted by computers. PMSM
driving is ensured via the dSPACE system and Mat-
lab/SIMULINK. The DC machine driving is based on
another calculator system and soft means. The last is
considered as the third part of the test bench.

6.2. Experimental results

Experimental results given in this paper stand for the
speed control method given in relation (3), which is
schematized by Figure 2. The parameters of the applied
control law are given as:

fd = 104Hz, f� = 104Hz, σ = 10−3,α = 20,β = 10
(45)

The value of iql is taken as equal to measured q-
axis current iq with maximum value equal to 20A.
The profile of the speed reference is given under
three phases. Phase I corresponding to the reference
�ref = 100 rad/s. It is given during the time inter-
val [0, 10.8[ s. Phase II corresponding to the reference
�ref = 153 rad/s. It is given during the time interval
[10.8, 27.5[ s. Phase III corresponding to the reference
�ref = 126 rad/s. It is given during the time interval
[27.5, 40[ s.

The response of PMSM under safe currents sensors
is given through Figures 12–14. Figure 12(A) depict
measured speed and different related references. Dur-
ing phase I, the speed tracking its reference with error
inferior than 5 rad/s. This last present 5% compared to
the controlled speed.q-current amplitude correspond-
ing to this phase is around−20.3 rad/s.When the speed
reference changes with step mannerto 153 rad/s(under
phase II), the real speed takes around 1.1 s to reach
its reference. After that transient regime where q-axis
component current remain evolving within acceptable
bound; in the steady-state corresponding to phase II,
the tracking speed error remain less than 4 rad/s. The
last present around 2.5% of the rotor speed.

The value of the q-axis component current takes
around −9.7A. For the case of phase III, two regimes
are distinguished. The first one is the transient regime
corresponding while stepping the speed reference from
153 rad/s to 126 rad/s. The real speed takes around 0.9 s
to achieve its reference while keeping the response of q-
axis component current within acceptable bound. The
second regime is the steady-state where the tracking
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Figure 12. PMSG response. (A) Profile of speed and its refer-
ence. (B) Stator current amplitude profile. (C) and (D) Zoom
of (A).

error is less than 2.25% compared to the real measured
speed. This last corresponds is less than 3 rad/s.

Figures 13–15 show the behaviour of the generator
under steady-state while controlling the rotor speed.
That regime was reproduced by experimental for the

Figure 13. Stator currents characteristics in steady-state dur-
ing phase I. (A) Waveform of one phase current. (B) Appeared
frequencies.

Figure 14. Stator currents characteristics in steady-state dur-
ing phase II. (A) Waveform of one phase current. (B) Appeared
frequencies.
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Figure 15. Stator currents characteristics in steady-state dur-
ing phase III. (A) Waveform of one phase current. (B) Appeared
frequencies.

reference as given in phase I. The waveform of one
phase current is given in Figure 13(A). Its frequency
spectrum is given in Figure 13(B). The correspondent
total harmonic distortion (THD) is 3.9%. The main
frequency is 0.16Hz.

The profile of one phase current while reproduc-
ing the regime of steady-state under phase II or when
the reference speed is set to 153 rad/s is given in
Figure 14(A). Frequencies spectrum linked to that pro-
file is as given in Figure 14(B). The THD takes the value
4.9%. The main frequency is 0.2667Hz.

The experimental results relative when reproducing
the regime of steady-state under phase III are given in
Figure 15(A,B). Figure 15(A) represents the waveform
of one phase current. Its THD is 4.8% and its fre-
quencies spectrum is given by Figure 15(B). The main
frequency is 0.2133Hz.

Regarding to the experimental results dedicated by
Figures 12–15 in order to validate the efficiency of the
proposed speed controlmethod,which does not require
the knowledge of mechanical characteristics of the tar-
get system, the presented one is then verified.

7. Conclusion

This paper presents a novel approach to speed con-
trol for a permanent magnet synchronous machine
(PMSM), focusing on overcoming the challenges

associated with current harmonics and overcurrent
demands. Unlike existing methods, which often rely
on complex online algorithms for torque and magnetic
flux estimation, the proposed strategy offers simplicity
and robustness by being independent of these parame-
ters, including system inertia. The method’s resilience
to unmodeled quantities is rigorously demonstrated
through stability proofs, ensuring reliable performance
even in the presence of sensor offsets. The practical
effectiveness of this approach is validated through real-
time simulations using the dSPACE system, where the
PMSM is coupled with a mechanically emulated tur-
bine via a DCmachine. The results, confirmed through
a comparative study, clearly indicate that the proposed
control strategy not only meets but exceeds the perfor-
mance benchmarks set by recent methods in the litera-
ture. This work contributes a significant advancement
in PMSM control by providing a robust, simple and
efficient solution to a complex problem. The proposed
control strategy for PMSMs offers significant potential
across various systems.
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