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Artificial intelligence (AI) offers new perspectives in the healthcare sector, ranging from clinical decision support tools to new 
treatment strategies or alternative patient remote monitoring. However, as a disruptive technology, AI is associated with potential 
barriers, limitations and challenges for appropriate integration in medical practice. To avoid potential patient safety risks and harm, 
a robust regulatory framework is crucial to guide health professionals in their AI adoption in clinical practice. The European Union 
offers a new legal framework for the development and deployment of AI systems, the AI Act. This regulation was approved in March 
2024 and will be fully applicable by 2025 to ensure that AI technologies are safe, transparent, and respect fundamental rights. 
However, these new regulatory concepts may be obscure for clinicians. This article aims to provide health professionals with the 
preliminary key points of regulation needed to interact adequately with these new AI applications and consider the potential risks of 
AI systems to patient safety. 
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Abbreviations: AI - Artificial Intelligence;   GenAI - Generative Artificial Intelligence;   Art – Article;   FLOP - floating-point 
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Question 1: “How are AI systems classified in the AI 
Act?” 

“a machine-based system 
that is designed to operate with varying levels of 
autonomy and that may exhibit adaptiveness after 
deployment, and that, for explicit or implicit objectives, 
infers, from the input it receives, how to generate 
outputs such as predictions, content, recommendations, 
or decisions that can influence physical or virtual 
environments”

“First, do no harm”

Question 2: “What are the requirements for an AI 
model to be approved for healthcare applications?” 

“adapt and make de-
cisions based on their experience and interactions 
within the system” 

Question 3: “How do we, as healthcare professionals, 
consider AI systems as validated for use in clinical 
practice, and how is the validation process performed?” 
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Question 4: “Should we, health professionals, acquire 
new expertise to use AI applications in our practice?” 

“properly understand the relevant 
capacities and limitations of the high-risk AI system 
and be able to duly monitor its operation”, “re-
main aware of the possible tendency of automatically 
relying or over-relying on the output produced by a 
high-risk AI system (automation bias)”, “correctly 
interpret the high-risk AI system’s output”, (d) 
“decide, in any particular situation, not to use the 
high-risk AI system or to otherwise disregard, override 
or reverse the output of the high-risk AI system”,

“intervene in the operation of the high-risk AI 
system or interrupt the system through a ‘stop’ button 
or a similar procedure that allows the system to come 
to a halt in a safe state” .
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Question 5: “What should we be careful about when 
deploying AI in care settings?” 

“High-risk AI systems shall be designed 
and developed in such a way, including with 
appropriate human-machine interface tools, that they 
can be effectively overseen by natural persons during 
the period in which they are in use”.

Question 6: “Should we, health professionals, be more 
afraid of GenAI than other AI models?” 
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Question 7: “What does the Act AI say about AI 
replacing humans?” 
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