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Abstract: The current network environment needs to face massive data and information; to ensure the network security, the automated detection technology of network 
attacks needs to be strengthened urgently. Therefore, the study adopts an improved random forest model based on Spark big data platform to optimize the detection process 
through online analysis and offline feedback mechanism. The focus is on the machine learning detector constructed by utilizing the MLlib library, and the semi-voting 
mechanism is used to speed up the model prediction. The experiments involve weight calculation methods weighted by correlation coefficients and enhance the model 
generalization ability by means of combinatorial optimization problems. The study also calculates decision tree similarity for random forest algorithm optimization in 
conjunction with packet characterization. In the experiments, on the UNSW-NB15 dataset, the improved model achieved a detection accuracy of 0.68 when using correlation 
coefficient weighting and tended to be stable with 16 decision trees. On the CICIDS2017 dataset, the detection accuracy obtained by this weighting method was 0.73 and 
stabilized with 12 decision trees. The Relative-RF-50% model using the semi-voting mechanism improved the prediction accuracy to 0.93844 on the CICIDS2017 dataset 
and obtained a substantial improvement in the execution time. Results show that the improved random forest model enhances the performance of automated cyber-attack 
detection, especially in terms of accuracy, recall, and efficiency showing obvious advantages. 
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1 INTRODUCTION 
 

As network technology rapidly advances and Internet 
applications become more widespread, ensuring network 
security has emerged as a significant global challenge. The 
means of network attacks have become increasingly 
cunning and advanced, making the traditional network 
security protection mechanism face unprecedented 
challenges. Currently, cyber-attacks are not only 
diversified and complex, but also highly covert, which 
makes the traditional rule- and signature-based detection 
methods difficult to adapt to the new attack patterns, 
especially the accuracy and efficiency problems when 
dealing with large-scale and high-dimensional data [1, 2]. 
In order to effectively address these challenges, automated 
detection of cyber-attacks using machine learning and big 
data techniques has become particularly critical [3, 4]. 
Machine learning methods, especially the random forest 
model in integrated learning, are increasingly used in 
cybersecurity due to their excellent classification 
performance, processing power, and good generalization 
performance [5]. However, with the increase of data 
dimensions and the update of attack methods, the 
traditional random forest model still has some limitations 
in terms of its effectiveness and efficiency in dealing with 
complex network environments [6]. To address this 
problem, the study proposes an automated detection 
technique for network attacks based on improved random 
forests. The core of the study is to improve the model 
accuracy in network attack detection by optimizing the 
weight calculation and voting mechanism of the random 
forest model. Specifically, this study adopts the weight 
calculation method of correlation coefficient for 
comprehensive analysis and experimental validation and 
introduces the semi-voting mechanism to further improve 
the detection speed and accuracy in different cyber-attack 
scenarios. The innovation of this research is that the weight 
calculation method of correlation coefficient is invoked, 
and a semi-voting mechanism is implemented to improve 
the prediction speed of detection. This method accelerates 
decision making by terminating voting early in the model 
decision making process, which is an innovative point to 

improve efficiency while maintaining high accuracy. The 
research is significant for ability improvement of network 
security protection and lays a solid foundation for future 
research on network security defense technology under the 
conditions of high-dimensional feature space. At the same 
time, the research also provides new perspectives and 
methods for the application of machine learning in network 
security. 

 
2 RELATED WORKS 

 
Automated detection of cyber-attacks is a hot issue in 

information security, especially in the data-driven era. 
Random forest, as an effective machine learning method, 
is applied in cyber security, especially in cyber-attack 
detection. It trains and classifies data by constructing 
multiple decision trees to achieve the identification of 
potential threats [7]. Some of the related researches by 
scientists and academicians are presented below. Mishra 
A. K. et al. proposed a machine learning based approach to 
successfully counter modern cyber-attacks by analyzing 
the patterns of encrypted network traffic. The strategy 
utilizes labeled datasets and combines synthetic attack and 
normal traffic features to improve detection efficiency. 
Classifiers such as light gradient enhancer, random forest 
and random gradient descent were applied for data analysis. 
Results showed that all these classifiers achieved the 
highest prediction accuracy [8]. Hussein A. Y. et al. 
proposed an intrusion detection system with an improved 
random forest algorithm that efficiently predicted security 
vulnerabilities in network traffic without compromising 
the efficiency of the network infrastructure. The system 
reported suspicious activities by analyzing copies of 
network traffic and sending alerts to administrators. The 
results showed that the system exhibited significant 
advantages in terms of accuracy [9]. Subbiah S. et al. 
proposed a novel intrusion detection system to cope with 
the growing security needs in Internet and computer 
applications. The system used feature selection and grid 
search random forest algorithms to effectively detect 
network intrusions. In comparison with other machine 
learning algorithms, the proposed model achieved 99% in 
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attack detection accuracy, which was significantly better 
than other algorithms [10]. Niandong L. et al. proposed a 
network anomaly detection method that combines 
information entropy and random forest classification. The 
method first captured and extracted the metadata of 
network probe streams in real time, then performed feature 
selection and accurate classification by incremental 
learning. The results showed that the method efficiently 
located anomalies, significantly reduced the workload, and 
improved the reliability and early warning capability [11]. 

Srivani P. et al. proposed the use of Random Forest 
Classifier to identify and mitigate botnet attacks in IoT. As 
IoT devices became part of critical infrastructure, the 
potential risks of these attacks were increasing, including 
business disruption, data leakage, and physical risks. The 
classifier was widely used in areas such as cybersecurity 
by integrating multiple decision trees to improve prediction 
accuracy [12]. Anwer M. et al. proposed a framework for 
detecting malicious network traffic that combines three 
popular classification-based methods such as support 
vector machines, gradient boosting decision trees, and 
random forests. The algorithm was compared for 
performance, including training and prediction time, 
specificity and accuracy demonstrated a higher accuracy of 
85.34% [13]. Gaur V. et al. proposed a system for early 
detection of DDoS attacks on IoT devices. Feature 
selection techniques such as Cardinality, Extra Tree and 
ANOVA were applied on four classifiers such as Random 
Forest, Decision Tree, k Nearest Neighbor and XGBoost. 
Experimental results showed that the method demonstrated 
excellent performance and effectively facilitated early 
detection [14]. Kayode-Ajala O. et al. proposed a method 
to effectively categorize network traffic into normal and 
abnormal categories using Random Forest classifier and its 
principal component analysis variant. The results showed 
that the random forest classifier performed well in 
achieving high accuracy, precision, and recall. Integrating 
PCA into Random Forest brought only minimal 
performance degradation, ensuring that the dimensionality 
reduction process did not affect the model effectiveness. 
Random forest analysis revealed that login attempts were 
the most critical feature in network classification, followed 
by the contact ratio of different target hosts for the same 
service [15]. 

In summary, these studies suffer from low efficiency 
in handling large-scale and high-dimensional data, lack of 
sufficient flexibility to adapt to novel and complex attack 
patterns, and sacrifice prediction speed while improving 
detection accuracy. Therefore, the study improves the 
ability to handle massive data by using the Spark big data 
platform and MLlib library and enhances the model's 
adaptability and response speed to novel attack patterns by 
introducing new weight calculation methods and semi-
voting mechanisms. 

 
3 AUTOMATED DETECTION OF NETWORK ATTACKS 

BASED ON IMPROVED RANDOM FORESTS 
 
In the face of growing data size and increasingly 

complex cyber-attack patterns, the traditional random 
forest model still has some limitations, such as the ability 
to handle high-dimensional data, prediction efficiency, and 
adaptability to novel attack patterns. Therefore, the core 
goal of the research is to overcome these limitations 
through algorithmic improvement to enhance the model 
performance in the field of automatic cyber-attack 
detection. 

 
3.1 Analysis of Automatic Network Attack Detection 

Technology 
 
The network security analysis algorithm based on big 

data technology is mainly divided into three modules: 
online, offline and feedback. For the online security 
analysis module, it first calls the application programming 
interface that captures packets to capture network traffic 
data. Then removes redundant information through feature 
selection engineering on the Spark big data platform to 
retain key traffic features. Finally, key traffic features are 
load-balancedly assigned to cluster nodes that contain the 
MLlib library, which can automatically analyze the traffic 
packets online through the machine learning method and 
can detect most of the network attacks and abnormal traffic 
through supervised learning of the features [16]. Online 
analysis of traffic packets, and most of the network attacks 
and abnormal traffic can be detected by supervised learning 
of the features [16]. Its framework structure is shown in 
Fig. 1. 
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Figure 1 Framework for big data-based cybersecurity analysis 
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In order to realize most of the cyber-attacks and 
anomalous traffic detection, the machine learning models 
in the machine learning library MLlib provided on the big 
data platform Spark are selected to build detectors for 
online detection of anomalous traffic data. The MLlib 
library contains CART Decision Trees (CRAT), Random 
Forests (RF), Support Vector Machines (SVMs), Plain 
Bayes (NB) and Neural Networks (MLP), five machine 
learning models [17]. In terms of data characterization in 
online detection, in addition to the use of traditional packet 

traffic characteristics, some distributional features in the 
data and characteristics such as the dispersion of the 
samples in the response time slot and the full-fledged value 
of the distribution should also be taken into account. The 
study optimizes the Random Forest algorithm by 
calculating the similarity of decision trees in Random 
Forest, turning the above problem into a combined 
optimization problem, thus improving the Random Forest 
generalization capability. The workflow of random forest 
is shown in Fig. 2. 
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Figure 2 Random forest model workflow diagram 

 
Assuming that the representation of a random forest is, 

the degree of similarity between a decision tree and a 
random forest is defined as shown in Eq. (1) [18]. 
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When i j , the similarity is 0. Subtracting both the 

maximum similarity and the minimum similarity removes 
the interference from the special decision tree model. The 
larger i  is, the lower the influence factor and lower the 

decision tree’s weight in the random forest. This similarity 
calculation can reduce the decision tree similarity and 
improve the RF generalization ability. In model 
optimization, the construction of loss function is very 
important to achieve the optimization objective through a 
reasonable loss measure. In a random forest model problem 
with a known sample/label set ( , )x y  distribution, the goal 

is to learn a series of classifiers that minimize the loss. If 
each decision tree is classified on a per decision tree basis, 
the final optimization objective can be derived as shown in 
Eq. (2). 
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In Eq. (2),   denotes the influence factor function, L 

denotes the loss function, and f denotes the classifier. In the 
random forest model, the randomness of its sampling will 
lead to some differences in the predictive ability of the 
decision tree model obtained by the construction, and there 
is some irrationality in this voting mechanism. In order to 

make the model effective in detecting the real attacks in the 
network, the study uses the correlation coefficient for 
decision number voting weight assessment method for 
prediction. 

 
3.2 Weighted Random Forest Model 

 
To address the limitations of using correlation tables 

and graphs to accurately represent the degree of correlation 
between two variables, as well as their inability to serve as 
a criterion for evaluating the correlation measure, this 
study utilizes the correlation coefficient as a basis for 
determining the linear correlation between two variables. 
The correlation coefficient of two variables can be 
expressed by Eq. (3) [19]. 
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In Eq. (3), r represents the correlation coefficient and 

x  and y  represent the mean values of the variables. 

Through the calculation of Eq. (3), it can be found that the 
value of correlation coefficient is distributed from ‒1 to 1. 
When r is greater than 0, the two variables are positively 
correlated; when the value of r is less than 0, the two 
variables are negatively correlated; when the value of r is 
1 or ‒1, the variables are absolutely correlated; when r is 
0, there is no correlation between the variables. The 
correlation coefficient reflects the change influence of one 
variable on another variable, so the absolute value of the 
correlation coefficient should be taken when using the 
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correlation coefficient of cyber-attack features to calculate 
the weight of cyber-attack features. For the 
multidimensional set of cyber-attack features, the 
corresponding set of correlation coefficients is obtained 
using the training samples, denoted as 1 2{ , ,..., }nr r r  , 

which is constructed using this feature set and the training 
dataset to obtain the random forest model, for the decision 
tree definition of the voting weighted value is shown in Eq. 
(4). 
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In Eq. (4), the voting weighting value of the decision 

tree is appropriately adjusted by adding the tuning factor 
because the value of the correlation coefficient is small. 
The random forest model possesses the weighted values, 
and for any input vector, the prediction results are 
represented as shown in Eq. (5). 
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In Eq. (5), C denotes the set of all category labels, l 

denotes the categorized labels, I denotes the schematic 
function, which takes the value of 1 or 0 when the 
prediction result of the decision tree is consistent with the 
category labels, pj denotes the weighted value of the voting 
process, and ci denotes the weighted result of the votes 
obtained by the category labels, the number of weighted 
votes of the individual categorized labels are counted, and 
the categorized labels with the largest number of weighted 
votes are taken as the output of the final prediction, and the 
data prediction is shown in Fig. 3. 
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Figure 3 Schematic diagram of random forest result prediction weighted by 

correlation coefficient 
 
From Fig. 3, the model has the same likelihood of each 

categorical label receiving votes during the voting process, 
and the final result of the model depends on the categorical 
label that receives the most number of votes, which is the 
one that gives the most number of votes as the prediction 
of the model, [20]. The study improves this voting pattern 
by introducing the pattern of half-voting quantity with the 
aim of improving the speed of model prediction without 

affecting the accuracy of the random forest algorithm. The 
total votes received by all decision trees in a traditional 
random forest model for the same categorical label, the 
total votes for the categorical label, for a random forest 
model without the introduction of voting weights, is equal 
to the number of decision trees included in the combined 
model, and the total votes can be expressed by Eq. (6). 
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In Eq. (6),   denotes the total voting volume. Therefore, 

the expression for the half-vote volume is shown in Eq. (7). 
 

/ 2hS S (7) 
 
In the process of the random forest model for the half-

vote volume model, while the model calls a single decision 
tree one by one for outcome prediction and weighted 
voting, the model detects the current voting results of each 
categorical label, and if the number of votes obtained by a 
categorical label has already reached half of the full vote 
volume, it terminates the subsequent decision tree 
prediction and voting, and outputs this categorical label as 
the final prediction result. The flowchart of the half-vote 
volume algorithm is shown in Fig. 4. 
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Figure 4 Flowchart of semi-voting volume model 

 
As can be seen in Fig. 4, the semi-voting volume 

model will terminate the prediction process to obtain the 
prediction results before the traditional random forest 
model completes the voting of all the decision trees, but if 
the number of categorical labels with half of the full 
number of votes never occurs during the whole voting 
process, the termination condition of the whole semi-
voting volume model will not be triggered, and it is 
necessary to give the model prediction results after all the 
decision tree classifiers have completed the data prediction 
and voting. 
 
4 ANALYSIS OF AUTOMATED NETWORK ATTACK 

DETECTION TECHNIQUES BASED ON IMPROVED 
RANDOM FORESTS 
 
The study designed a series of related experiments to 

verify the performance of the proposed improved random 
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forest in the automatic detection of network attacks. For the 
improved random forest model, the study used four weight 
calculation methods to conduct comparison experiments, 
analyzed the prediction accuracy before and after the 
algorithm improvement, and counted the performance 
difference between the random forest algorithm with 
voting weights and the traditional algorithm when the 
decision tree was at 100. For the automatic detection of 
network attacks, the study used different datasets for 
validation and analysis, and evaluated and analyzed by four 
indicators: precision rate, recall rate, F1 score and 
execution time. 

 
4.1 Performance Analysis of Random Forest Based on 

Weight Calculation 
 
The study chose Spark 3.0, Hadoop 3.2, and Hive 3.1 

to complete the simulation experiments, and selected 
UNSW-NB15 and CICIDS2017 datasets for experimental 
analysis and divided the dataset into training and testing 
sets according to the ratio of 8:2. The study used out of bag 
data (OOB), correlation coefficient (Relative), chi-square 
(Chi), and mutual information (Mltu) for comparative 
analysis. The test results of the four weighting methods in 
the UNSW-NB15 dataset are shown in Fig. 5. 
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Figure 5 Accuracy results in the UNSW-NB15 dataset 

 
In Fig. 5, the detection accuracy of RF in the dataset is 

about 0.63 as a whole, and when the number of decision 
trees is small, its detection accuracy is low. As the number 
of decision trees increased, its accuracy increased along 
with it. When the number of decision trees was about 20, 
its detection accuracy was gradually stabilized, but it still 
had a little fluctuation effect. Compared with the improved 
method of weight calculation, the accuracy and stability of 
the improved method were improved, among which the 
correlation coefficient weight calculation method used in 
the study was the most excellent. Its detection accuracy 
was around 0.68 overall, and the algorithm detection 
accuracy was gradually stabilized when the decision tree 
was around 16. The detection results in the CICIDS2017 
dataset are shown in Fig. 6. 

In Fig. 6, the detection accuracy of RF in the 
CICIDS2017 dataset is around 0.68 as a whole, and when 
the number of decision trees is around 18, its detection 
accuracy no longer shows obvious changes, but still has 

certain fluctuations. Compared with the improved method 
of weight calculation, the accuracy and stability of the 
improved method were also improved in the CICIDS2017 
dataset, in which the detection accuracy of the correlation 
coefficient weight calculation method used in the study 
was about 0.73, and its detection accuracy was gradually 
stabilized when the number of decision trees was about 12. 
By analyzing the results in Fig. 5 and 6, it is shown that the 
method of calculating the weights of decision trees in the 
data prediction process of the random forest model by 
evaluating the magnitude of the classification ability of a 
single decision tree was reasonable, and that the overall 
generalization ability of the random forest model was 
improved by introducing voting weights. The study 
employed 100 decision trees in the random forest for the 
prediction of different feature spaces, and the detection 
results in the UNSW-NB15 dataset are shown in Fig. 7. 
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Figure 6 Accuracy results in the CICIDS2017 dataset 
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Figure 7 Detection results of different feature spaces in the UNSW-NB15 

dataset 
 
In Fig. 7, when the number of feature spaces is 2, the 

detection accuracy of the research-use method is 0.78. 
When the number of feature spaces is 3, its detection 
accuracy reaches 0.76. When the number of feature spaces 
is 4, its detection accuracy shows a significant decrease and 
is only 0.69. When the features continue to increase, the 
detection accuracy of the request increases along with it. 
The rest of the methods had the same trend as the research 
use method, but the detection accuracy at all stages was not 
as good as the research use method. Fig. 7 Results from the 
feature space dimension, as the feature space increased, the 
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higher the dimension, the more data volume was required 
as the space becomes sparser and a small training set could 
not adequately cover the feature space. This in turn led to 
a situation where there was a sudden drop in accuracy, and 
subsequently after a certain number of features, the model 
may adapt to the increased features and show improved 
performance. The detection results in the CICIDS2017 
dataset are shown in Fig. 8. 
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Figure 8 Detection results of different feature spaces in the CICIDS2017 dataset 
 

In Fig. 8, the feature detection accuracy increases with 
the number of feature spaces, but the detection accuracy of 

the research-use method dips when the number of feature 
spaces is 6, at which point the accuracy is 0.56, while the 
accuracy of the other methods shows a steady increase. The 
number of feature spaces continues to grow, and the 
detection accuracy of the research use method returns to its 
highest value and is 0.73 at a feature space number of 9. 

 
4.2 Characterization of Automatic Network Attack 

Detection 
 
The study also proposed a semi-voting model to 

improve the random forest model, which aimed to improve 
the detection speed while maintaining the detection 
accuracy. The study used RF, RF-50%, Relative-RF, and 
Relative-RF-50% algorithms for comparative analysis and 
the results are shown in Tab 1. 

In the results of Tab. 1, the prediction accuracies of RF 
and RF-50% are the same in both datasets, and the 
prediction accuracies of Relative-RF and Relative-RF-50% 
are the same. However, the prediction time of RF-50% is 
shorter in comparison to RF, and the prediction time of 
Relative-RF-50% is shorter in comparison to Relative-RF. 
The results indicated that the model using the semi-voting 
method had better prediction results. The study examined 
the correlation between features and network attacks using 
Relative-RF-50% method and the results are shown in Fig. 
9. 

 
Table 1 Results of different methods run on the dataset 

UNSW-NB15 dataset 
Method Prediction accuracy Prediction total time / ms Prediction data volume 

RF 0.52946 696123.32 1024 
RF-50% 0.52946 614625.01 1024 

Relative-RF 0.63658 698043.39 1024 
Relative-RF-50% 0.63658 452071.67 1024 

CICIDS2017 dataset 
Method Prediction accuracy Prediction total time / ms Prediction data volume 

RF 0.90778 59662.49 844 
RF-50% 0.90778 52307.11 844 

Relative-RF 0.93844 59464.55 844 
Relative-RF-50% 0.93844 50216.47 844 
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Figure 9 Linear correlation analysis between network characteristics and attack 
 

From the results in Fig. 9, the research uses the method 
for flooding attack, port scanning, and reflection attack are 
51,29,11 features, respectively, to realize the initial feature 
dimensionality reduction. Then, a subset of features that 

were weakly correlated with each other but highly 
correlated with the target were selected as features in order 
to remove some more redundant features, and the number 
of features after selection was 19, 19, and 13, respectively. 
The results showed that the elative-RF-50% method 
effectively reduced the number of features, which was 
conducive to the simplification of the model, reduced the 
computational resource requirements, and may improve 
the generalization ability. To further examine the 
difference between the performance of the algorithm in 
offline and online states, the comparison results are shown 
in Tab. 2. 

Tab. 2 shows that the performance of inspection 
precision, recall, F1 score and execution time in the offline 
state is better than the performance of online inspection in 
both datasets. And there is a significant improvement in 
inspection precision and execution time. The longer 
execution time of online inspection may be due to the need 
to process data in real time and respond with limited 
resources. Although offline inspection provided better 
performance metrics, online inspection was necessary for 
real-time network attack detection.  
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Table 2 Performance comparison between offline and online states 
Performance index 

RF 
UNSW-NB15 dataset CICIDS2017 dataset 

Online detection Offline detection Online detection Offline detection 
Accuracy / % 73.3 77.2 63.2 72.4 
Recall rate / % 69.7 65.8 66.9 71.5 
F1 score / % 71.5 71.1 64.9 71.9 

Execution time / ms 23.1 6.4 32.2 11.4 
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Figure 10 Detection performance of different algorithms 

 
The research compared feature selection and grid 

search random forest algorithm (FS-GSRF) proposed in 
reference [10], information entropy and random forest 
classification (IE-RFC) proposed in reference [11] to 
verify the progressiveness of the research algorithm. The 
results are shown in Fig. 10. 

The results in Fig. 10 show that the detection accuracy 
of the research method is 1.02% and 1.24% higher than FS-
GSRF and IE-RFC, respectively. The recall of the research 
method is 0.88% and 0.86% higher than FS-GSRF and IE-
RFC, respectively. The F1 score of the research method is 
1.05% and 0.99% higher than FS-GSRF and IE-RFC, 
respectively. The execution time of the research method is 
less than 15.4 ms and 16.8 ms compared to FS-GSRF and 
IE-RFC, respectively. and 0.99%. The execution time of 
the research method is lower than 15.4 ms and 16.8 ms 
compared to FS-GSRF and IE-RFC, respectively. These 
results overall showed that the algorithms used in the 
research were more effective than previous methods in 
detecting cyber-attacks, demonstrating higher precision 
and recall, as well as better execution efficiency. 

 
5 CONCLUSION 

 
For the problem of improving the performance of 

automated network attack detection technology, the study 
adopts the weight calculation method to improve the voting 
rule of random forest, and in this way analyzes the 
detection accuracy and the weights of the decision tree in 

the process of model data prediction. In addition, a semi-
voting mechanism is introduced to further improve the 
efficiency of the algorithm operation. In the experiment. 
The improved random forest model using the correlation 
coefficient as weights exhibited a high detection accuracy 
of 0.68 on the UNSW-NB15 dataset and 0.73 on the 
CICIDS2017 dataset. The prediction accuracy of the 
Relative-RF-50% model with the half-voting mechanism 
was 0.63658 on the UNSW-NB15 dataset, and the 
prediction accuracy of the model with the half-voting 
mechanism was 0.63658 on the CICIDS2017 dataset was 
0.93844. In the state-of-the-art analysis, the execution time 
of the research method was reduced by about 15-17 ms 
compared to the reference [10] and the reference [11]. The 
improved Random Forest model is competitive in 
automated detection of cyber-attacks, and especially excels 
in precision, recall and efficiency. The semi-voting 
mechanism provides a significant improvement in the 
model's ability to handle real-time network traffic, which 
helps to identify cyber-attacks quickly and efficiently in 
real-time scenarios. Despite the positive results of the study, 
the generalization ability and robustness of the model need 
to be further optimized in the case of performance 
fluctuations due to the increase in feature space. Future 
research can focus on deep learning or more sophisticated 
integrated learning techniques to deal with high-
dimensional feature spaces and explore generalized models 
for various network environments and attack types. 
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