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Abstract: 
The rapid growth of number of network users have led to a signifi cant rise in network traffi  c. Analysing 
user activities within computer networks is essential for optimizing performance, enhancing security, and 
improving user experience. This study explores the application of machine learning techniques, specifi cally 
Support Vector Machine (SVM) and Long Short-Term Memory (LSTM) networks, to analyse computer network 
user activities. SVM is employed for its eff ectiveness in binary classifi cation tasks and its ability to handle 
high-dimensional data, making it suitable for identifying distinct user activities based on network traffi  c 
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patterns. Conversely, LSTM networks was utilized to capture temporal dependencies in sequential data, 
allowing for the prediction of future user actions based on their historical activities. The precision, recall, FI-
score and accuracy results for SVM model for analysing computer network user’s activities are 96.00, 99.00, 
98.00 and 95.40 respectively. While the precision, recall, FI-score and accuracy results for LSTM model for 
analysing computer network user’s activities are 90.00, 91.00, 91.21 and 93.50 respectively. Trailing to this, 
the SVM has a better performance than the LSTM model. Therefore, this research contributes to the fi eld of 
network analytics by off ering insights that will improve network management strategies, resource allocation, 
and security measures.

Keywords: network, user, activities, SVM, LSTM, management.   

1. Introduction
The dramatic surge in the demand for internet and multimedia services, alongside the exponential 
growth in the number of internet users throughout the years, has made the management of network 
resources increasingly complex. (Rodjas, 2020: 431). In other to meet the increasing demand to 
ensure a good quality of service, managing network resources has become a continuous struggle 
for network providers due to the aforementioned factors (Rodjas, 2020: 436).  The outbreak of 
COVID-19 also contributed signifi cantly to the explosion in digital media consumption all over the 
world in conjunction with both wired and wireless Internet connectivity speeds and bandwidth. Due 
to the restrictions on both indoor and outdoor activities imposed by COVID-19, there was a notable 
increase in the demand for video streaming services following the shutdown of movie theaters. 
This surge has provided consumers with greater ease of access to the media content they desire, 
available at any time and place, typically at reduced prices (Rodjas, 2020: 446).  Over-the-top (OTT) 
applications have swiftly become a primary tool through which consumers now have access to these 
media contents. This has drastically infl uenced user’s behaviour as users are now in high demand 
for services that are more user-friendly and respond to their desires. Users no longer depend on their 
television sets for entertainment rather, with OTT applications, a new era of binge-watching has 
become a preferred choice. OTT applications have supplanted traditional television as the primary 
means of delivering media content via the internet, utilizing the infrastructure established by network 
operators. (Elijah et al., 2024: 238). The services provided by these applications utilize a signifi cant 
amount of network resources, resulting in a substantial impact on the operation and administration of 
the network (Jain, 2021: 260). 
Telecommunication providers typically off er data plans with consumption limits, and service 
degradation is a common strategy employed to regulate the volume of data users can transfer over 
time. Upon exceeding their allocated data limit, the network provider will curtail the user’s bandwidth 
based on their consumption to ensure the network operates effi  ciently (Rodjas, 2020: 440).  This 
mechanism in itself does not apply limit with an exception, rather the limit applied aff ects the overall 
activity such a user might be performing on the network. And this makes this mechanism less effi  cient. 
The utilization of substantial network resources by OTT applications to provide services like audio, 
video, and various other functionalities signifi cantly aff ects network operation and management due 
to the high volume of traffi  c generated (Rodjas, 2020: 438).  Utilizing service degradation as a strategy 
to mitigate the excessive traffi  c produced by a specifi c OTT application impacts the performance of 
all other applications utilized by the user, without considering the user’s behavior regarding which 
OTT application is causing the high traffi  c. Therefore, the execution of service degradation might 
lead to infringements of the service level agreements that the Internet Service Provider may have 
with other OTT service providers (Rodjas et al., 2019: 582). Due to the large consumption of network 
resources of OTT applications, effi  cient management of the available resources based on the data 
usage behaviour of users becomes a necessity (Cisco, 2017: 1). Studying the user’s preference and 



58       Vallis Aurea, Vol.11, No.1(2025), pp.56-65 

A. E. Adeogun, T. O. Olayinka, E. Balogun, R. I. Areola, M. B. Falade O. K. Ogunniyi: ANALYSIS OF COMPUTER NETWORK USER’S...

usage behaviours trend on the computer network to decipher the OTT application which consumes 
beyond the limit of the allocated network resources to perform informed service degradation to 
the OTT application without aff ecting other OTT applications as the traditional service degradation 
would, will ensure that the service level agreement between OTT application providers and ISPs 
is not breached. Machine learning algorithms can predict future network demands, allowing for 
practive resources allocation and capacity planning, which minimizes overprovision and downtime. 
Aditionally, ML can automate tasks like anomaly detection and security treat identifi cation, 
reducing manual eff ort and improving response time. Hence, this study performed a comparative 
profi ling of network user’s activities using Support Vector Machine (SVM) and Long-Short-Term 
Memory (LSTM) Network for eff ective selective OTT application network resources consumption 
management.   

1.1 Support Vector Machine (SVM)
A support vector machine (SVM) is a type of supervised machine learning model that utilizes 
classifi cation algorithms to solve problems involving two categories (Okpor et al., 2024: 218). The 
SVM algorithm is founded on the idea of decision planes, employing hyperplanes to diff erentiate 
between a set of objects. After being trained on a labeled dataset, SVM can classify new data 
eff ectively. The primary objective of the SVM algorithm is to establish a decision boundary that 
divides n-dimensional space into distinct classes, facilitating the accurate categorization of future 
data points. This optimal decision boundary is known as a hyperplane, which is determined by 
selecting the extreme points or vectors that contribute to its formation. These critical instances are 
termed support vectors, which is the origin of the algorithm’s name, Support Vector Machine. The 
classifi cation of two diff erent categories using a decision boundary is illustrated in Figure 1. In 
contrast to more recent algorithms such as neural networks, SVM has two key advantages: faster 
processing speed and better performance with a limited number of labeled samples (Madugu et al., 
2023:108).

Figure 1: Classifi cation using a decision boundary  (Madugu et al., 2023:108)



Vallis Aurea, Vol.11, No.1(2025), pp. 56-65      59

A. E. Adeogun, T. O. Olayinka, E. Balogun, R. I. Areola, M. B. Falade O. K. Ogunniyi: ANALYSIS OF COMPUTER NETWORK USER’S...

1.2 Long Short-term memory (LSTM) Network
The Long Short-Term Memory is an extension of the Recurrent Neural Networks (RNNs) in which 
the output processed from the previous layer is fed back to the current time stage layer enabling 
the model to learn while maintaining long-term dependencies. Hence, recalling past information 
for long periods is the default behaviour of Long Short-Term Memory (Olajide et al., 2024: 755). 
In order to boost performance, the RNN utilizes the Long Short-Term Memory (LSTM) concept, 
which is a refi ned RNN network that incorporates memory cells to ensure the retention of cell state 
when processing sequential data (Okpor et al., 2023: 60). Therefore, the LSTM model proposed 
is crafted to process dataset elements one at a time while preserving the information state through 
its memory state (Oluranti et al., 2023: 8).  This mechanism successfully mitigates the vanishing 
gradient problem. The behavior of an LSTM cell is defi ned by the following equations: 

where .   is a hyperparameter, called the LSTM size, and is 
defi ned upfront by design as constant among all cells.

2. Literature Review
Vinupaul et al. (2016: 4) presented the notion of fl ow-bundle-level features, which can be derived 
from packet-level and fl ow-level characteristics typically gathered by fl ow probes, based on the 
assessment of fl ow features. They identifi ed a set of fl ow-bundle-level attributes capable of accurately 
recognizing users. This set comprises two distinct types of features: user-features, which pertain to 
the specifi c activities of a user, and host-features, which relate to the characteristics of the user’s 
host platform. They further argue that as the use of personal mobile devices increases, one host, one-
user systems will become more prevalent, thereby enhancing the user identifi cation model through 
the integration of host features. The model was validated through the application of four distinct 
supervised learning techniques on a dataset comprising 65 user fl ow data, achieving a peak accuracy 
of 83%. Furthermore, Rojas et al. (2019: 590) presented a performance comparison of traditional and 
incremental machine learning algorithms applied to data regarding users’ Over-The-Top consumption 
to see which approach is capable of a continuous model adaptation while maintaining their usefulness 
over time. For the tests, two datasets are used: the fi rst is made up of 1,581 instances from a genuine 
network experiment, while the second has 150,000 instances that were created artifi cially. Upon 
reviewing the results, it was concluded that the Support Vector Machine excelled in the traditional 
method, whereas the optimal classifi er for the incremental approach was an ensemble method 
combining the K-Nearest Neighbor algorithm with Oza Bagging.  
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(Radha, 2013: 10) proposed a method for quantifying YouTube usage, primarily focusing on the 
analysis of encrypted network traffi  c. An Android application named YouQ was developed to 
facilitate the creation of a training dataset derived from monitored client-side application layer KPIs. 
The dataset, which comprised 1060 video streaming instances, was subsequently divided into two 
subsets: the reduced dataset and the full dataset. Five machine learning algorithms were employed 
to construct a model, including OneR, Naive Bayes, SMO, J48, and Random Forest. The reduced 
dataset emphasized realistic network conditions without signifi cant fl uctuations in bandwidth. The 
Random Forest algorithm achieved an accuracy of 80.18% on the full dataset, while the Naive Bayes 
algorithm yielded the highest accuracy of 83.94% on the reduced dataset. (Goeff ery et al., 2014: 
26) Employed an unsupervised machine learning method using a clustering algorithm based on 
Expectation Maximization (EM) to identify Internet traffi  c, comparing it with a supervised Naïve 
Bayes classifi er. The unsupervised method achieved 91% accuracy, exceeding the supervised method 
by 9%.  (Oluranti et al, 2021: 8) The study illustrated the classifi cation of network traffi  c through 
machine learning techniques from two distinct viewpoints: one incorporating feature selection and 
the other excluding it. The experimental fi ndings reveal that the classifi cation method without feature 
selection achieved an average accuracy of 94.14% and a runtime of 0.52 seconds. Conversely, the 
approach utilizing feature selection recorded an accuracy of 95.61% with an average runtime of 0.25 
seconds. (Juan et al., 2020: 25) established an OTT consumption analysis model utilizing Incremental 
Learning algorithms, which include Naive Bayes, K Nearest Neighbour, Adaptive Random Forest, 
Leverage Bagging, Oza Bagging, Learn++, and Multilayer Perceptron. The results indicate that the 
Adaptive Random Forest and a combination of Leverage Bagging and Adaptive Random Forest 
deliver the highest performance, achieving classifi cation precision and recall exceeding 90%. Based 
on these fi ndings, they proposed personalized service degradation policies to aid decision-making in 
mission-critical systems. (Jeff ery et al., 2007: 28) utilized two unsupervised clustering techniques, 
specifi cally K-Means and Density-Based Spatial Clustering of Applications with Noise (DBSCAN), 
to categorize network traffi  c. The performance of these algorithms was assessed and compared 
against the established AutoClass algorithm found in existing literature, using empirical Internet 
data. The results indicated that their methods outperformed AutoClass in both speed and effi  ciency. 
Additionally, the research highlighted that while DBSCAN exhibited lower accuracy than K-Means 
and AutoClass, it produced superior clusters. Conversely, AutoClass was noted for its signifi cant 
time consumption during model construction, which discourages system developers from adopting 
this algorithm, despite the infrequent need for model retention.

3. Research Methodology 
The SVM and LSTM models for analyzing user activities on a computer network are developed 
on a 64-bit Windows OS with an Intel Core i5-3630QM CPU at 2.40GHz and 4GB RAM. The 
development environment is Anaconda, using Python 3.8, the Sklearn API, and essential libraries 
like NumPy, pandas, TensorFlow, and Matplotlib. The research consists of three phases: data pre-
processing, model implementation, and model evaluation. In the data pre-processing phase, the 
Universidad Del Cauca network dataset from Kaggle, containing packet captures from April to June 
2019, is utilized. A total of 2,704,839 fl ow instances dataset having 50 features detailing IP address 
fl ows from a network device, such as source and destination IPs, ports, fl ow durations, inter-arrival 
times, packet sizes, and the layer 7 protocol for classifi cation was used. Data fi ltration addressed 
missing values, and scaling converted non-numeric data to numeric format. The Spearman rank 
correlation coeffi  cient was used for feature extraction, suitable for non-linear correlations in large 
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datasets. The implementation phase involved splitting the pre-processed dataset into a 70:30 training 
and test set. The dataset was then used in two deep learning algorithms: Support Vector Machine 
(SVM) and Long Short-term Memory (LSTM) network. Parameter tuning was performed for both 
algorithms to optimize performance, with confi gurations detailed in Tables 2 and 3.

Table 1: Dataset Feature descriptions 

Dataset feature name Feature description
fl ow_key Flow identifi er through a hash algorithm
src_ip_numeric Source IP in decimal format

src_ip, dst_ip Source and destination IP in network 
format

src_port, dst_port Source and destination port number

Proto 
Transport protocol number according 
to IANA (e.g., 1 for ICMP, 6 for TCP, 
17 for UDP)

pktTotalCount Total number of packets in both 
directions

octetTotalCount 
Total number of bytes exchanged in 
both directions, focusing on the IP 
payload only

min_ps, max_ps Minimum and maximum packet size 
on the fl ow, in both directions

avg_ps Average packet size on the fl ow, in 
both directions

std_dev_ps Packet size standard deviation, in both 
directions

fl owStart Flow start time in seconds using UNIX 
time format

fl owStart, fl owEnd, fl owDuration
Flow start time, fl ow end time, and 
total fl ow duration time in seconds 
using UNIX time format

min_piat, max_piat, avg_piat
Minimum packet inter-arrival time, 
maximum packet inter-arrival time, 
and average packet inter-arrival time 
on the fl ow, in both directions

std_dev_piat Standard deviation of packet inter-
arrival times, in both directions

f_pktTotalCount Total number of packets, in the forward 
direction

f_octetTotalCount 
Total of bytes exchanged in the forward 
direction, focusing on the IP payload 
only

f_min_ps, f_max_ps, 
f_avg_ps, f_std_dev_ps

Minimum packet size, maximum 
packet size, average packet size and 
packet size standard deviation on the 
fl ow, in the forward direction

f_fl owStart, f_fl owEnd, 
f_fl owDuration

Flow start, fl ow end, and total fl ow time 
in seconds using UNIX time format, in 
the forward direction
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Table 2: Parameter Set for SVM model for User’s Network Resources Use Analysis

SVM Parameter Value
Kernel Linear
Probability True
Degree 3
Cache-size 200

Table 3: Parameter Set for LSTM model for User’s Network Resources Use Analysis

LSTM Parameters Value

Max-Batch Size 5

Max epochs 20

Initial learn rate 0.0001

Optimizer Adam

Drop-out 0.2

Activation Relu and Softmax

The maximum batch size indicates how many input instances are processed per layer. Maximum epochs 
defi ne the total number of complete passes through the training dataset. The learning rate controls the 
size of updates to the model’s parameters during training. The optimizer adjusts the model’s weights 
and biases to improve accuracy and performance. The activation function determines when an input is 
activated. For LSTM and MLP algorithms, RELU (Rectifi ed Linear Unit) is used in input and hidden 
layers, while SoftMax is used in the output layer for multiple class labels. The Kernel Cache Size has 
a strong impact on run times for the applied Support Vector Machine (SVM) algorithm. It determines 
the cache size needed for the program in the RAM (Random Access Memory), the cache size used 
for SVM was set to 200. Considering that the variables from the dataset are linear, the linear kernel 
was used. In the fi nal stage of model evaluation, this study employed three performance metrics to 
assess the two developed models: accuracy, precision, F-score, and recall. Accuracy indicates the 
classifi er’s recognition rate, while precision measures the exactness of the classifi er’s predictions. 
Recall refl ects the sensitivity of the classifi er. The F-score represents the harmonic mean of precision 
and recall, thereby integrating both values into a single score. The equations for accuracy, precision, 
recall, and F-score are presented as equations 7, 8, 9, and 10, respectively  (Okpor et al., 2024: 222).

      (7)

         (8)

         (9)

       (10)
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Where; P is the total positive predictions, N is the total negative predictions. True Positive (TP) 
are correctly identifi ed positives, True Negative (TN) are correctly identifi ed negatives, and False 
Positive (FP) are incorrectly classifi ed positives, which are negative tuples that are incorrectly 
labelled as positive, and False Negative (FN), which are positive tuples that are incorrectly labelled 
as negative (Olajide and Andrew, 2023: 63).

4. Results and Discussion 
During the training of the developed models aimed at analyzing user activities within computer 
networks, this study divided the dataset into two distinct segments: training and testing. The training 
segment was specifi cally used for the purpose of model training, while the testing segment was 
utilized to evaluate the performance of the models. Out of a comprehensive total of 26,014 records, 
30%—which equates to 7,805 records—were set aside for testing and validating the performance 
of each model through various evaluation metrics. Conversely, the remaining 70%, amounting to 
18,209 records, was allocated for the training of the models. To enhance the feature selection process, 
the Spearman rank correlation coeffi  cient technique was applied to the dataset, with the outcomes 
depicted in Figure 2

Figure 2: Selected Features from the Dataset

Table 4 illustrates the results obtained from the SVM and LSTM models employed to assess user 
activities within computer networks. Both algorithms delivered commendable outcomes, with 
performance metrics exceeding 90%. However, the SVM model outperformed the LSTM models in 
several key areas, including precision, recall, F1-score, and overall accuracy. To be specifi c, the SVM 
model achieved impressive values of 96.00 for precision, 99.00 for recall, 98.00 for F1-score, and 
95.40 for accuracy. In contrast, the LSTM model recorded lower performance metrics, with precision 
at 90.00, recall at 91.00, F1-score at 91.21, and accuracy at 93.50.

Table 4: Results of the SVM and LSTM Models for Analysing Computer Network User’s 
Activities

Algorithm Precision (%) Recall (%) Fl-score (%) Accuracy 

Support Vector 
Machine (SVM) 96.00 99.00 98.00 95.40

Long Short-Term 
Memory (LSTM) 90.00 91.0 91.21 93.50
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5. Conclusion and Recommendation
This study has performed a comparative analysis of the performance of two developed models for 
analysing computer network user’s activities. The two models were developed using  
Support Vector Machine and Long-Short-Term Memory. The study classifi ed the OTT application 
of a particular user according to the data consumption rate of each application so that the service 
degradation mechanism can be applied to the particular application generating the traffi  c instead 
of a generalized degradation approach which is not the most effi  cient. The dataset employed in this 
research was sourced from the Kaggle machine learning repository, a well-known platform for data 
science and machine learning resources. Specifi cally, the data was collected from the network of 
Universidad Del Cauca, located in Popayán, Colombia. This collection involved capturing packets 
from real users who were utilizing Over-The-Top (OTT) applications, leading to a substantial 
dataset comprising 2,704,839 individual data instances. These instances were gathered at various 
times throughout the day to ensure a comprehensive representation of user activity. To evaluate 
the performance of each machine learning model developed in this study, several metrics were 
utilized, including accuracy, recall, precision, and the F-measure, which collectively provide a robust 
assessment of model eff ectiveness.. The experimental result showed that the SVM model performed 
as the best model to analyzing computer network user’s activities with an accuracy of 95.4%. It is 
therefore recommended that this work be implemented on live computer networks to evaluates its 
credibility for carrying out smart service degradation on user-by-application basis. 
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