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All perfect polynomials with up to four prime factors over F4
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Abstract. A perfect polynomial over the field F4 is a monic polynomial A ∈ F4[x] that
equals the sum of all its monic divisors. If gcd(A, x4 + x) = 1, then we say that A is odd
over F4. In this paper, we characterize odd perfect polynomials over F4, with four prime
divisors. There follows a classification of all perfect polynomials over F4 with up to four
prime divisors.
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1. Introduction

We denote, as usual, by IN (resp. IN∗) the set of nonnegative (resp. positive)
integers. We consider the finite field F4 of 4 elements, which is a quadratic extension
of the binary field F2 = {0, 1}. We write F4 = {0, 1, α, α+ 1}, for some α in a fixed
algebraic closure of F2. One has: ᾱ = α2 = α+ 1.

For a polynomial A ∈ F4[x], let

σ(A) =
∑

d monic, d |A

d

be the sum of all monic divisors of A. Let us also call ω(A) the number of distinct
prime (irreducible) monic polynomials that divide A. Observe that σ is multiplica-
tive, a fact that will be used many times without more reference in the rest of the
paper. A perfect polynomial A is a monic polynomial such that σ(A) = A.

The notion of a perfect polynomial over F2 was introduced by Canaday [2], the
first doctoral student of Leonard Carlitz. He studied mainly the case when
gcd(A, x2 + x) 6= 1. We call these polynomials even over F2. He claims (see [8] for
a complete proof ) that there are exactly 5 even perfect polynomials over F2, with
four irreducible factors:

C1(x) = x2(x+ 1)(x2 + x+ 1)2(x4 + x+ 1), C2(x) = C1(x+ 1),
C3(x) = x4(x+ 1)4(x4 + x3 + x2 + x+ 1)(x4 + x3 + 1),
C4(x) = x3(x+ 1)6(x3 + x2 + 1)(x3 + x+ 1), C5(x) = C4(x+ 1);
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leaving the case of the odd ones open. In other words, Canaday’s claim implies that:

There is no odd perfect polynomial over F2. (�)

In his own words [2, p. 721]: “It seems plausible that none of this exist but
this is not proved.” Some work has been done on this. The assertion (�) is true if
ω(A) = 1 (trivial), ω(A) = 2 (see [2, Theorem 17]), and ω(A) ∈ {3, 4} (see [6], [7]).

The next interesting case is to consider the problem over the finite field F4, with
four elements:

Now, working over F4, we may define an even (resp. odd) polynomial as a poly-
nomial A such that gcd(A, x4 + x) 6= 1 (resp. gcd(A, x4 + x) = 1). The analogue
over F4 of the assertion (�) is false: there exist odd perfect polynomials A over
F4, with ω(A) = 2 (see [4]). Gallardo and Rahavandrainy [4, 5], characterize the
even perfect polynomials A such that ω(A) ∈ {2, 3, 4}. Furthermore, Gallardo and
Rahavandrainy [5] prove that there is no odd perfect polynomial with 3 prime fac-
tors. Odd perfect polynomials that we have found, including our main result below,
confirm [5, Conjecture 2].

Observe that from a result [10, p. 140] of Hall, there is an infinity of pairs
P, P +1 of irreducible polynomials over F4 (since 4 = card(F4) > 3), so that we have
an infinity of odd perfect polynomials A ∈ F4[x] with ω(A) ∈ {2, 4}.

The object of this paper is to characterize all odd perfect polynomials over F4

with ω(A) = 4. Our main result is:

Theorem 1. Let A = P aQbRcSd ∈ F4[x] be an odd polynomial, where P,Q,R, S
are distinct irreducible polynomials, and a, b, c, d ∈ IN∗. Then A is perfect over F4 if
and only if, up to rearranging P,Q,R, S:
either:

(i) :
{
Q = P + 1, R = P 3 + P 2 + 1, S = P 3 + P + 1,
a = 3, b = 6, c = d = 1,

or

(ii) :
{
Q = P + 1, S = R+ 1,
a = b = 2n − 1, c = d = 2m − 1, for some m,n ∈ IN∗.

So that either A is a product of two coprime perfect polynomials with two prime
divisors each, or A belongs to a family that, at first sight, might be eventually finite.

Indeed, we learned recently by Paul Pollack that this family is actually infinite.
Observe that this disproves our conjecture [5, Conjecture 3]. For completeness we
repeat here this conjecture:

Conjecture 1. Let k = 2m > 0 be an even integer, and assume that there exists
some integer j ∈ {1, . . . , k} for which the positive integer hj is even. Then there are
finitely many perfect polynomials A over F4 of the form

A =
k∏
i=1

Phi
i .

We give here below essentially his proof of the infinity of the family.
In order to do that, observe that Serret [13] and Dickson [3] proved a general

result (see [12, Lemma 1] for this, and see all the papers for related results) from
which we get as a special case:
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Lemma 1. Let P ∈ F4[x] be a prime polynomial of degree d. Let l be an odd prime.
Suppose that P has a root α ∈ F4d which is not an l-th power. Then the substitution
x −→ xl

k

leaves P prime for every k = 1, 2, 3, . . . .

Precisely we prove.

Lemma 2. There exists an infinity of prime polynomials P ∈ F4[x] such that P +1,
P 3 + P + 1, and P 3 + P 2 + 1 are also all prime.

Proof. Let α be a root of x2 + x+ 1 in F4, and let

P (x) = x2·5k

+ x5k

+ α.

Then P (x), P (x) + 1, P (x)3 +P (x) + 1, and P (x)3 +P (x)2 + 1 are all irreducible
over F4, for each k ≥ 0.

To see this, let P0(x) := x2 + x + α. With a computer algebra system, one can
check that the hypothesis of the Serret-Dickson’s Lemma 2 hold with l = 5, for each
of the polynomials f = P0, P0 + 1, P 3

0 + P0 + 1, and P 3
0 + P 2

0 + 1. So replacing x by
x5k

should preserve irreducibility of each of these. This proves the result.

Moreover, see some examples of perfect polynomials at the end of the paper.
Thus, with [4, 5] and the present work, we have completely classified all perfect

polynomials A over F4 with ω(A) ≤ 4. According to the fact that a polynomial A(x)
is perfect over F4 if and only if for any a ∈ F4, A(x+ a) is perfect, any such perfect
polynomial can be obtained from the following list:

(a) 0, 1 and (x2 + x)2
n−1(x2 + x+ 1)2

m−1 for some n,m ∈ IN.

(b) (x4 + x)2
n−1, (x4 + x)3·2

n−1, for some n ∈ IN.

(c) (x2 + ax)3·2
n−1(x2 + ax+ a+ 1)2·2

n−1 , for a ∈ {α, ᾱ}, and for some n ∈ IN.

(d) (P 2 + P )2
n−1, where P ∈ F4[x], P and P + 1 are both prime, and n ∈ IN.

Observe that (e.g.) when P = x2 + x + α, we get a perfect polynomial over
F4 without roots in F4. I.e., we have more non-trivial odd perfect polynomials
over F4. For more on this see also [9].

(e) x3(x+1)6(x3 +x2 +1)(x3 +x+1), called a “sporadic” even perfect polynomial.
This polynomial is also even perfect over F2.

(f) (x2 + x + b)2
n−1(Q(Q + 1))2

m−1 where b ∈ F2, n,m ∈ IN, Q ∈ F4[x], Q and
Q+ 1 are both prime of degree > 1.

(g) (P (P + 1))2
n−1(Q(Q+ 1))2

m−1 where P,Q ∈ F4[x], P,Q, P + 1, Q+ 1 are all
prime of degree > 1, n,m ∈ IN.

(h) P 3(P + 1)6(P 3 + P 2 + 1)(P 3 + P + 1), where P, P + 1, P 3 + P 2 + 1 and
P 3 +P + 1 are all irreducible over F4. Note that if P = x, then we obtain the
sporadic polynomial in (e).

It is easy to see from direct computations that our conditions are sufficient. It
remains to prove that they are also necessary.
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2. Preliminary

2.1. Some facts

By using the multiplicativity of σ, we obviously obtain

Lemma 3. Let A = A1A2 ∈ F4[x] such that gcd(A1, A2) = 1. If A and A1 are both
perfect, then A2 is also perfect.

Canaday [2] proved the following two results over F2. The generalization below
was observed first in [5, Lemma 2.1, Lemma 2.2].

Lemma 4 (see [2], Lemma 5). Let F be a perfect field of characteristic 2. Let
P,Q ∈ F[x] and n,m ∈ IN such that P is irreducible and Q is nonconstant.
If σ(P 2n) = 1 + · · ·+ P 2n = Qm, then m ∈ {0, 1}.

Lemma 5 (see [2], Lemma 6). Let F be a perfect field of characteristic 2. Let
P,Q ∈ F[x] and n,m ∈ IN such that P is irreducible, m > 1.
If σ(P 2n) = 1 + · · ·+ P 2n = QmC for some C ∈ F[x], then:{

deg(P ) > (m− 1) deg(Q) if m is odd,
deg(P ) > mdeg(Q) if m is even.

We also need the lemmas:

Lemma 6 (see [6], Lemma 2.3 or [5], Lemma 2.5). Let A ∈ F4[x] be a perfect
polynomial. Then the number of monic prime divisors of A, of minimal degree, is
even.

Lemma 7. For any even integer h ≥ 2, for any nonconstant polynomial U ∈ F4[x],
the polynomials 1 + U and V = 1 + U + · · ·+ Uh are coprime.

Proof. It follows by Bezout’s theorem, since:

1 = V. 1 + (1 + U)(Uh−1 + Uh−3 + · · ·+ U).

Lemma 8. If P ∈ F4[x] is nonconstant and h = 2eu − 1 ∈ IN such that e ≥ 1 and
u odd, then:

σ(Ph) = 1 + P + · · ·+ Ph = (1 + P )2
e−1(1 + P + · · ·+ Pu−1)2

e

.

In particular, 1 + P divides σ(Ph).

Proof. It follows from the fact: σ(Ph) =
1 + Ph+1

1 + P
=

(1 + Pu)2
e

1 + P
.

Lemma 9. Let A = P aQbRcSd be a perfect polynomial over F4, such that P,Q,R, S
are prime and deg(P ) = deg(Q) ≤ deg(R) ≤ deg(S).
If a is odd, then 1 + P ∈ {Q,R, S}.
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Proof. In this case, 1 + P divides σ(A) = A, since it divides σ(P a), by Lemma 8.
So, by minimality of deg(1 + P ) = deg(P ), we must have: 1 + P ∈ {Q,R, S}.

Lemma 10 (see [5], Lemma 2.4). For any integer h ≥ 2, for any nonconstant
polynomial U ∈ F4[x], the polynomial 1 + U + · · ·+ Uh is reducible over F4.

Lemma 11 (see [5], Lemma 2.6). If 1+x+· · ·+xh = UV , with h even, U, V ∈ F4[x]
irreducible, then h+ 1 is a prime number and deg(U) = deg(V ).

Lemma 12. Let h, a, b, c ∈ IN and let P, U, V, W be four prime polynomials over
F4, such that:

1 + P + · · ·+ P 2h = UaV bW c, a deg(U) ≤ bdeg(V ) ≤ cdeg(W ).

Then; 2h+ 1 is prime, gcd(a, b, c) = 1 and

adeg(U) + bdeg(V ) = cdeg(W ) = hdeg(P ).

Proof. For any positive integer n, put: fn(x) = σ(xn−1) = 1 + x + · · · + xn−1. If
we consider cyclotomic polynomials Φl(x), l ∈ IN∗, we obtain:

fn(x) =
∏

d|n, d≥2

Φd(x).

Then, it is easy to observe the following facts: (see also [11, p. 82])
(i)- if m | n, then fm(x) | fn(x),

(ii)- if p is an odd prime, then fp(x) has 2m irreducible factors of degree
p− 1
2m

, for

some divisor m of
p− 1

2
,

(iii)- if p is an odd prime, then gcd (fp
2(x)

fp(x)
, fp(x)) = 1 and

fp2(x)
fp(x)

has 2m irreducible

factors of degree
p2 − p

2m
, for some divisor m of

p2 − p
2

,

(iv)- if p1, p2 are odd primes, then gcd(fp1(x), fp2(x)) = 1.
The degree assertions in (ii) and (iii) come from observing that any irreducible

polynomial in F2[x] of degree 2n splits into the product of two irreducible polyno-
mials in F4[x], each of degree n.

Parts (ii) and (iii) imply that 2h+ 1 is square-free, because otherwise the poly-
nomial 1 + P + · · ·+ P 2h = f2h+1(P ) would have at least four prime factors, which
contradicts the hypothesis of the lemma.
Similarly, parts (ii) and (iv) imply that 2h+ 1 is prime.
Thus, we may assume: f2h+1(x) = P1P2, with P1, P2 ∈ F4[x] irreducible, each of
degree h. It follows that:

1 + P + · · ·+ P 2h = f2h+1(P ) = P1(P )P2(P ), with deg(P1(P )) = deg(P2(P )).

By considering degrees, the only possibility is:

P1(P ) = UaV b, P2(P ) = W c.
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So,
a deg(U) + bdeg(V ) = deg(P1(P )) = deg(P2(P )) = cdeg(W ).

To finish the proof, observe that Lemma 4 implies: gcd(a, b, c) = 1.

Lemma 13 (see [4], Lemma 2.3). If 1 +P + · · ·+Ph = 1 + (1 +P ) + · · ·+ (1 +P )h,
with even h ∈ IN∗ and P ∈ F4[x] irreducible, then h = 2e− 2 for some integer e ≥ 2.

Proof. We put: h+ 2 = 2ev, where v is odd. We obtain:

(1 + P v)2
e

= 1 + Ph+2 = (1 + P )h+2 = ((1 + P )v)2
e

,

so that: 1 + P v = (1 + P )v.
If v ≥ 3, then:

1 + P v = (1 + P )v = 1 + P v + P + P 2U,

where U has degree v − 3 ≥ 0. So, 1 + PU = 0. It is impossible. We conclude that
v = 1 and h = 2e − 2. We must have e ≥ 2 since h ≥ 1.

Lemma 14 (see [4], Proposition 3.10). Let P1, P2 ∈ F4[x] be two irreducible poly-
nomials, and let h, k ∈ IN. Then Ph1 P

k
2 is perfect over F4 if and only if:

P2 = P1 + 1 and h = k = 2n − 1, for some n ∈ IN.

2.2. Strategy of the proof

Let A = P aQbRcSd be an odd perfect polynomial over F4 with ω(A) = 4. We set:

p = deg(P ), q = deg(Q), r = deg(R), s = deg(S), p, q, r, s ≥ 2.

We distinguish three main cases according to possible configurations of degrees as
come from Lemma 6, namely:

Case 1: p = q = r = s.

Case 2: p = q < r = s.

Case 3: p = q < r < s.

Computations are simple and short enough to enable us to treat every possible case
in its own section of the paper.

Each section contains several subsections whose length (always short) depends
on the parity of exponents a, b, c, d. By using the multiplicativity of σ, we obtain
some systems of four equations in four unknowns P,Q,R, S to consider. The proof
consists (essentially) of using repeatedly Lemma 5, of checking that the exponents
of prime divisors are the same in both A and σ(A), and of checking that the degrees
are the same on both sides of each equation of the system. Differentiation relative
to x is used when necessary. We always obtain a contradiction which is more or less
(reasonably) immediate.
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We may write the general system to resolve as:

(?)


(E1) : 1 + P + · · ·+ P a = Qb1Rc1Sd1 ,
(E2) : 1 +Q+ · · ·+Qb = P a2Rc2Sd2 ,
(E3) : 1 +R+ · · ·+Rc = P a3Qb3Sd3 ,
(E4) : 1 + S + · · ·+ Sd = P a4Qb4Rc4 ,

in which a, b, c, d > 0 are positive numbers while the exponents on the right-hand
side are non-negative numbers so that some of them may be zero.

We see below that we get part (i) of our theorem in Section Case 2.2, and part
(ii) in Case 1.3 and Case 2.3.

3. Case 1 : p = q = r = s.

In this case, integers a, b, c and d play symmetric roles, so we have only to consider
three subcases:
- Case 1.1 : a is even and at least one of b, c, d is even,
- Case 1.2 : a is even and b, c, d are all odd,
- Case 1.3 : a, b, c, d are all odd.

We need the following lemma:

Lemma 15. If the polynomial A = P aQbRcSd is perfect over F4, where a is even,
then a = 2 and P + α, P + α+ 1 ∈ {Q,R, S}.

Proof. We consider the first equation (E1) of the system (?). Since a is even, by
Lemma 5, we have: b1, c1, d1 ∈ {0, 1}.
Since 2p ≤ ap = (b1 + c1 + d1)p ≤ 3p, we must obtain: a = b1 + c1 + d1 = 2. Thus:

σ(P a) = 1 + P + P 2 = (P + α)(P + α+ 1).

So, this complete our proof.

3.1. Case 1.1

According to Lemma 15, we may assume: Q = P + α, R = P + α+ 1 = Q+ 1. So,
by considering equation (E1), we see that P (0) must be equal to 1.
It suffices to consider the case where b is even. Still by Lemma 15, we have b = 2.
Thus, we must have: S = Q+ α+ 1 = P + 1. It is impossible since S is irreducible,
S 6= x and P (0) = 1.

3.2. Case 1.2

According to Lemma 15, we may assume: Q = P + α, R = P + α + 1 = Q + 1.
Thus, as above we get P (0) = 1.
If b, c, d are all odd, then by Lemma 8, 1 +Q, 1 +R and 1 +S divide σ(Qb), σ(Rc)
and σ(Sd) respectively. Thus, they belong to {P,Q,R, S}. Since 1 + Q = R, we
must have: 1 +S = P . It follows that S(0) = P (0) + 1 = 0. It is impossible because
S is irreducible and deg(S) ≥ 2.
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3.3. Case 1.3

In this case, 1 + P, 1 +Q, 1 +R and 1 + S divide σ(P a), σ(Qb), σ(Rc) and σ(Sd)
respectively. Thus, they belong to {P,Q,R, S}. We may suppose:

P = Q+ 1, R = S + 1.

We put:
a = 2hu− 1, b = 2kv − 1, c = 2lw − 1, d = 2mt− 1,
h, k, l,m, u, v, w, t ∈ IN∗, and u, v, w, t odd.

We claim that u = v = w = t = 1.
If one of these odd integers (say u) is greater than 1, then since:{

σ(P a) = 1 + · · ·+ P a = (1 + P )2
h−1 (1 + · · ·+ Pu−1)2

h

,
P and Q = 1 + P do not divide 1 + · · ·+ Pu−1 (by Lemma 7),

by Lemmas 5 and 10 we must have:

1 + · · ·+ Pu−1 = RS.

Thus, by considering degrees, u− 1 = 2 and P + α, P + α+ 1 ∈ {R,S}. Therefore,
P, P + 1, P + α and P + α+ 1 are all irreducible. It is impossible because P (0) ∈
{1, α, α+ 1}, and p ≥ 2.
So, u = v = w = t = 1 and a = 2h− 1, b = 2k− 1, c = 2l− 1, d = 2m− 1. It follows
that:

P aQbRcSd = A = σ(A) = σ(P a)σ(Qb)σ(Rc)σ(Sd) = QaP bScRd.

Hence a = b and c = d. We obtain part (ii) of our theorem in the case: p = q = r = s.

4. Case 2: p = q < r = s.

The integers a and b (resp. c and d) play symmetric roles. Observe that:

either (gcd(1 +R,S) = 1) or (S = 1 +R).

We need the following lemmas.

Lemma 16. Any even e ∈ {a, b, c, d} satisfies: e ≥ 4.

Proof. We may suppose that e ∈ {a, c}.
- If e = a and if a = 2, then σ(P a) = (P +α)(P +α+ 1) and equation (E1) implies:

P + α, P + α+ 1 ∈ {Q,R, S}.

It is impossible by considering degrees.
- If e = c and if c = 2, then a similar argument gives the contradiction: R+ α,
R+ α+ 1 ∈ {R,S}.
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Lemma 17. If a and b are both even, then:

σ(P a) = σ(Qb) = RS, and c and d are both odd.

Proof. In this case, by Lemmata 5 and 12, we have:

c1 = c2 = d1 = d2 = 1, b1 = a2 = 0,

and thus:
σ(P a) = RS = σ(Qb).

If c is even, then c4 = c − c1 − c2 = c − 2 is even. Moreover, d3 ≤ 1 by Lemma 5.
So, we obtain: 2 ≤ d = d1 + d2 + d3 ≤ 3.
By Lemma 16, we must have d = 3, and hence equation (E4) implies:

(1 + S)3 = 1 + S + S2 + S3 = σ(Sd) = P a4Qb4Rc4 .

- If 1 + S = R, then c4 = 3, which contradicts the fact: c4 is even.
- If gcd(1 + S,R) = 1, then R does not divide 1 + S. So, c − 2 = c4 = 0 and thus
c = 2. It is impossible, by Lemma 16.

Lemma 18. If e is an odd number satisfying e ∈ {c, d} then e = 2l − 1, for some
l ∈ IN∗.

Proof. We may assume that e = c. Put: c = 2lw − 1, where w is odd. Consider
equation (E3) of the system (?). We have, by Lemma 8:

1 +R+ · · ·+Rc = (1 +R)2
l−1 (1 +R+ · · ·+Rw−1)2

l

.

- If gcd(1 +R,S) = 1, then S does not divide 1 +R. So,

1 +R = P yQz, for some y, z ∈ IN.

If y = 0, then R = Qz + 1. Since R is irreducible, we must have z = 1 and thus
R = Q+ 1. It is impossible because q < r. So, y ≥ 1.
Analogously, we must have z ≥ 1.
It follows that P and Q are the only divisors of 1 +R. So, by Lemma 7, we have:

1 +R+ · · ·+Rw−1 = Sj , for some j ∈ IN,

and by Lemmas 4 and 10:

w − 1 = j = 0, and c = 2l − 1.

- If 1 +R = S, then:

1 +R+ · · ·+Rc = S2l−1(1 +R+ · · ·+Rw−1)2
l

.

If w ≥ 3, then:
1 +R+ · · ·+Rw−1 = P βQγ ,

where β = γ = 1, by Lemmas 12 and 4. It is impossible by considering degrees.
Thus, w = 1 and we are done.

We have now to consider three subcases:
- Case 2.1 : a, b are both even,
- Case 2.2 : a is odd and b is even,
- Case 2.3 : a, b are both odd.
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4.1. Case 2.1

In this case, by Lemma 17:

1 + P + · · ·+ P a = RS = 1 +Q+ · · ·+Qb,
c and d are both odd.

By Lemma 18, we may put:

c = 2l − 1, d = 2m − 1, where l,m ≥ 1,

and thus, by Lemma 8:

σ(Rc) = (1 +R)c, σ(Sd) = (1 + S)d.

- If gcd(1 +R,S) = 1, then d3 = 0 and d = 2. It is impossible since d is odd.
- If 1 +R = S, then by considering exponents of S, we have:

2l + 1 = 1 + 1 + (2l − 1) = d1 + d2 + d3 = d = 2m − 1.

Analogously we get: 2m + 1 = c = 2l − 1.
Thus, 2l + 2 = 2m and 2m + 2 = 2l. It is impossible.

4.2. Case 2.2

We put: a = 2hu − 1, b = 2kv, where u, v are both odd. Consider equations (E1)
and (E2), we have by Lemmata 8 and 9:

σ(P a) = (1 + P )2
h−1 (1 + P + · · ·+ Pu−1)2

h

= Q2h−1 (1 + P + · · ·+ Pu−1)2
h

.

The polynomials Q and P = 1 +Q do not divide σ(Qb) because b is even. So:

σ(Qb) = RySz, for some y, z ∈ IN.

By Lemmas 12 and 4, y = z = 1, so that:

1 + (1 + P ) + · · ·+ (1 + P )b = σ(Qb) = RS.

Moreover, if u ≥ 3, then a similar argument gives:

1 + P + · · ·+ Pu−1 = RS,

and hence: c1 = d1 = 2h, c2 = d2 = 1.
So,

1 + P + · · ·+ Pu−1 = RS = 1 + (1 + P ) + · · ·+ (1 + P )b.

It follows by Lemma 13 that:

u− 1 = b = 2e − 2, for some e ≥ 2.

In fact, e ≥ 3 since by Lemma 16 b ≥ 4.
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4.2.1. Case c odd and gcd(1 +R,S) = 1

In this case, S does not divide 1 +R, and thus R does not divide 1 + S. So,

d3 = c4 = 0.

By Lemma 18 we must have:

c = 2l − 1, d = 2m − 1 for some l,m ∈ IN∗,

so that:
σ(Rc) = (1 +R)c, σ(Sd) = (1 + S)d.

Two subcases arise:
Subcase: u = 1:
The integer b3 + b4 must be odd since

b = b1 + b3 + b4 = 2h − 1 + b3 + b4

is even. In particular, b3 6= b4. We are going to prove that:

c = d = 1, min{b3, b4} = 1, and (b3, b4) ∈ {(1, 2), (2, 1)}.

c = d = 1:
Since a = 2h − 1, Lemma 8 implies: σ(P a) = (1 + P )a = Qa and hence:

c1 = d1 = 0, b1 = a = 2h − 1.

The identity σ(Qb) = RS gives: c2 = d2 = 1.
Thus: d = d1 + d2 + d3 = 0 + 1 + 0 = 1, and c = c1 + c2 + c4 = 0 + 1 + 0 = 1.
min{b3, b4} = 1:
We obtain: 1 +R = σ(Rc) = P a3Qb3 , 1 + S = σ(Sd) = P a4Qb4 .
It is easy to see that a3, b3, a4, b4 ≥ 1, by irreducibility of R and S and by considering
degrees.
If min{b3, b4} ≥ 2, then Q2 divides gcd(1 +R, 1 + S), so it divides
(1+R)+R(1+S) = 1+RS, while by equation (E2), Q2 does not divide σ(Qb)+1 =
RS + 1. So, we get a contradiction.
Similarly we obtain: min{a3, a4} = 1.
(b3, b4) ∈ {(1, 2), (2, 1)}:
Equations (E2), (E3) and (E4) give:

Q2kv+1 = Qb+1 = 1 + (1 +Q)σ(Qb) = 1 + PRS = 1 + P (P a3Qb3 + 1)(P a4Qb4 + 1).

By considering exponents and degrees, we have:

(a3 + b3)p = (a4 + b4)p = r =
b

2
p,

(2h − 1) + b3 + b4 = b.

We may suppose that b3 = 1 (b3 and b4 are playing a symmetric role). Thus:

b4 is even, a3 + 1 =
b

2
= 2k−1v, b4 + 2h = b = 2kv.
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It follows that:

Q2kv+1 = 1 + P (P a3Q+ 1)(P a4Qb4 + 1)
= 1 + P +QP a3+1 + P a4Qb4(P a3+1Q+ P )
= Q+QP a3+1 + P a4+1Qb4(P a3Q+ 1).

So,

Q2kv = (1 + P 2k−1v) + P a4+1Qb4−1(P a3Q+ 1)
= (1 + P )2

k−1
(1 + P + · · ·+ P v−1)2

k−1
+ P a4+1Qb4−1(P a3Q+ 1)

= Q2k−1
(1 + P + · · ·+ P v−1)2

k−1
+ P a4+1Qb4−1(P a3Q+ 1)

= Q2k−1
U +Qb4−1V,

where Q does not divide UV .
- If b4 − 1 > 2k−1, then Q must divide U . It is impossible.
- If b4 − 1 < 2k−1, then Q must divide V . It is impossible.
Thus: b4 − 1 = 2k−1, and hence

k = 1, (b3, b4) = (1, 2).

To finish the subcase u = 1, we have just seen that:

k = 1, a = 2h − 1, 2v = b = b1 + b3 + b4 = (2h − 1) + 1 + 2 = 2h + 2.

We may write:

Q2v = Q2kv = Q2k−1
U +Qb4−1V = Q(U + V )

a3 + 1 = a4 + 2 = v =
b

2
= 2h−1 + 1 ≥ 3 because v is odd.

Since Q = 1 + P , we obtain:

(1 + P )2v = (1 + P )(1 + P + · · ·+ P v−2 + P 2v−2(1 + P ))
= (1 + P )(1 + P + · · ·+ P v−2) + P 2v−2(1 + P 2)
= 1 + P v−1 + P 2v−2 + P 2v.

Thus: (1 + P )v = 1 + P
v−1
2 + P v−1 + P v, which implies that v = 3, and:

h = 2, a = 3, b = 6, c = d = 1, R, S ∈ {P 3 + P 2 + 1, P 3 + P + 1}.

We obtain part (i) of our theorem.
Subcase: u ≥ 3:
In this case, we have seen that:

c1 = d1 = 2h, c2 = d2 = 1 and d3 = c4 = 0.

Hence:
d = d1 + d2 + d3 = 2h + 1 = c1 + c2 + c4 = c,
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and by Lemma 18,

2h + 1 = d = 2m − 1, for some m ∈ IN∗.

So,
h = 1, m = 2, c = d = 3,
a3 + a4 = a = 2u− 1.

Furthermore, since σ(Pu−1) = RS = σ(Qb), and Q = 1 + P , by Lemma 13 we
obtain:

b = u− 1 = 2e − 2, for some integer e ≥ 2.

Since σ(Rc) = σ(R3) = (1 +R)3, equation (E3) implies that 3 divides a3.
Analogously, equation (E4) implies that 3 also divides a4. So, 3 divides a3 + a4 =
2u− 1. Thus, 3 divides u+ 1 = 2e. It is impossible.

4.2.2. Case c odd and 1 +R = S

We know that c = 2l − 1, and σ(Rc) = (1 + R)c = Sc. Hence, d = d1 + d2 + d3 =
2h + 1 + 2l − 1 is even. Thus, c4 = 0 since R = 1 + S does not divide σ(Sd). So,
a4 = b4 = 1 by Lemma 12.
Thus, by considering degrees in equation (E4), we obtain:

2p = (a4 + b4)p = dr ≥ 2r > 2p,

which is impossible.

4.2.3. Case c and d even

We recall that: a = 2hu−1, b = 2kv, where u, v are both odd. We need the following
result:

Lemma 19. If c and d are both even, then c4 = d3 = 1 and u ≥ 3.

Proof. Observe that:

c1 ∈ {0, 2h}, c2 = 1, and c4 ∈ {0, 1} by Lemma 5,

so c4 = 1 because c = c1 + c2 + c4 is even.
Analogously, we have d3 = 1.
If u = 1, then σ(P a) = Qa, hence c1 = d1 = 0. It follows that:

c = c1 + c2 + c4 = 0 + 1 + 1 = 2.

It is impossible by Lemma 16.

Since by Lemma 19 u ≥ 3 and since Q = 1 + P , system (?) implies:

1 + P + · · ·+ Pu−1 = RS = 1 + (1 + P ) + · · ·+ (1 + P )b,
1 +Rc+1 = (1 +R)SP a3Qb3 ,
1 + Sd+1 = (1 + S)RP a4Qb4 .
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So,
u− 1 = b = 2e − 2, for some e ≥ 2, by Lemma 13,

r =
b

2
p = (2e−1 − 1)p,

c = c1 + c2 + c4 = 2h + 1 + 1 = 2h + 2,
d = d1 + d2 + d3 = 2h + 1 + 1 = 2h + 2,
a3 + a4 = a = 2h(2e − 1)− 1 (odd),
(a3 + b3)p = (a4 + b4)p = (c− 1)r,
a3 + b3 = a4 + b4 = (2h + 1)(2e−1 − 1) (odd),
a3 − b4 = a4 − b3 = (2h − 1)2e−1.

If a3 is even, then by differentiating (E3) relative to x, we obtain:

R′Rc = ((1 +R)SQb3)′P a3 .

Thus, P a3 must divide R′.
By considering degrees, we have:

(2h − 1)2e−1p = (a3 − b4)p ≤ a3p < r = (2e−1 − 1)p.

So,
(2h − 1)2e−1 < 2e−1.

It is impossible since h ≥ 1.
If a3 is odd, then a4 must be even. By differentiating (E4) relative to x, we also
obtain the same contradiction.

4.3. Case 2.3

Lemma 9 gives: Q = P + 1, by considering degrees. Put: a = 2hu− 1, b = 2kv − 1,
where u, v are both odd. Then, by Lemmata 8, 12 and 4, equations (E1) and (E2)
become:

1 + P + · · ·+ P a = Q2h−1 (1 + P + · · ·+ Pu−1)2
h

= Q2h−1 (RS)ε12
h

,

1 +Q+ · · ·+Qb = P 2k−1 (1 +Q+ · · ·+Qv−1)2
k

= P 2k−1 (RS)ε22
k

,
where ε1, ε2 ∈ {0, 1}.

so that c1 = d1 ∈ {0, 2h} and c2 = d2 ∈ {0, 2k}.
We also use

Lemma 20. i)- If c is even, then d3 = 1 and d = 2m − 1 for some m ∈ IN∗.
ii)- If c is even and gcd(1 +R,S) = 1, then c4 = 0 and u, v ≥ 3.

Proof. i): In equation (E3), by Lemma 5, d3 ∈ {0, 1} . If d3 = 0, then a3 = b3 = 1,
by Lemmata 12 and 4. It is impossible by considering degrees. Thus d3 = 1.
It follows that d = d1 + d2 + d3 must be odd, and by Lemma 18:

d = 2m − 1, m ∈ IN∗.

ii): Since R does not divide 1 + S, equation (E4) implies that c4 = 0.
- If u = 1, then c = c1 + c2 + c4 = ε2k, d = d1 + d2 + d3 = ε2k + 1 = 2m − 1,
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where ε ∈ {0, 1}. It follows that: either (ε = 0, m = 1) or (ε = 1, k = 1, m = 2),
and hence c ∈ {0, 2}, which is impossible by Lemma 16.
- If v = 1, then c = c1 = ε2h, d = ε2h + 1 = 2m − 1. Similarly we obtain
c ∈ {0, 2}.

4.3.1. Case c even and gcd(1 +R,S) = 1

By Lemma 20, u, v ≥ 3, d3 = 1, c4 = 0, c1 = d1 = 2h and c2 = d2 = 2k. Thus:

2m − 1 = d = d1 + d2 + d3 = 2h + 2k + 1.

We conclude that:

(h, k) ∈ {2, 1), (1, 2)}, m = 3 and c = c1 + c2 + c4 = 2h + 2k + 0 = 6.

Since:

1 + P + · · ·+ Pu−1 = RS = 1 +Q+ · · ·+Qv−1, with Q = 1 + P,

by Lemma 13 we get: 2r = (u− 1)p, u− 1 = v − 1 = 2e − 2, for some e ≥ 2.
It follows that:

r = (2e−1 − 1)p.

Equation (E3) implies:

(R3 +R2 + 1)(R3 +R+ 1) = 1 +R+ · · ·+R6 = σ(Rc) = SP a3Qb3 .

Moreover, gcd(R3 +R2 + 1, R3 +R+ 1) = 1 by Bezout theorem, since

(R+ 1)(R3 +R2 + 1) +R(R3 +R+ 1) = 1.

So, by considering degrees, we must have one the following possibilities:

(1) : SP a3 = R3 +R2 + 1, Qb3 = R3 +R+ 1,
(2) : SP a3 = R3 +R+ 1, Qb3 = R3 +R2 + 1,
(3) : SQb3 = R3 +R2 + 1, P a3 = R3 +R+ 1,
(4) : SQb3 = R3 +R+ 1, P a3 = R3 +R2 + 1.

- Case (1) implies: a3p = 2r, so that: a3 = 2(2e−1 − 1) is even. Thus, by differenti-
ating, we have:

S′P a3 = R2R′.

It follows that R must divide either S′ or P . It contradicts the fact that
deg(R) = deg(S) > deg(P ).
- Case (3) gives a similar contradiction.
- Case (2) implies: b3p = 3r, so that: b3 = 3(2e−1− 1) is odd. By differentiating, we
obtain:

Q′Qb3−1 = R2R′,

which is impossible, as above, since deg(R) > deg(Q).
- Case (4) has not accured yet, for the same reason.
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4.3.2. Case c even and R = 1 + S

By Lemma 20, d = 2m − 1, for some m ∈ IN∗. Equation (E4) implies:

c4 = d = 2m − 1, a4 = b4 = 0.

Thus:

c = c1 + c2 + c4 = ε1 2h + ε2 2k + 2m − 1, where ε1, ε2 ∈ {0, 1}.

It is impossible since c is even.

4.3.3. Case c, d odd

We may put, by Lemma 18:

c = 2l − 1, d = 2m − 1, l,m ∈ IN∗,

so that: σ(Rc) = (1 +R)c, σ(Sd) = (1 + S)d.
- If gcd(1 +R,S) = 1, then d3 = 0 and hence:

d = d1 + d2 + d3 = ε1 2h + ε2 2k, where ε1, ε2 ∈ {0, 1},

which is impossible since d is odd.
- If 1 + R = S, then σ(Rc) = Sc and σ(Sd) = Rd. It follows that c ≤ d and d ≤ c.
Hence c = d, and RcSd is perfect. Therefore, P aQb is also perfect by Lemma 3. By
Lemma 14, we obtain part (ii) of our theorem in the case: p = q < r = s.
Now we treat the last case:

5. Case 3: p = q < r < s.

Integers a and b play symmetric roles. We need the following lemma.

Lemma 21. If the polynomial A = P aQbRcSd is perfect over F4, then a+b is even.

Proof. We consider equations (E1) and (E2) of the system (?).
- If a is even, then by Lemma 4, we have: b1, c1, d1 ∈ {0, 1}. Since q 6= r 6= s and
according to Lemmata 10 and 12, we have:

1 + P + · · ·+ P a = QRS.

If b is odd, then by Lemma 9 1 + Q = P . Therefore, Q = 1 + P does not divide
1 + P + · · ·+ P a = QRS. It is impossible. So, b is even.
- If a is odd, then by the same argument, b must be odd (a and b play symmetric
roles).
We are done.

We have to consider two subcases:
- Case 3.1 : a, b are both even,
- Case 3.2 : a, b are both odd.
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5.1. Case 3.1

We consider the system (?). In this case, as in the proof of Lemma 21, we must
have:

(E1) : 1 + P + · · ·+ P a = QRS,
(E2) : 1 +Q+ · · ·+Qb = PRS.

So, a = b and:

1 + P a+1 = (1 + P )QRS, 1 +Qa+1 = (1 +Q)PRS.

Thus,

(P +Q)(P a + P a−1Q+ · · ·+ PQa−1 +Qa) = P a+1 +Qa+1 = (P +Q)RS.

Therefore,
P a + P a−1Q+ · · ·+ PQa−1 +Qa = RS.

By considering degrees, we obtain: ap = r + s, while by equation (E1), (a − 1)p =
r + s. We get a contradiction.

5.2. Case 3.2

In this case we put: a = 2hu− 1, b = 2kv − 1, h, k, u, v ∈ IN∗, u, v odd.
By Lemma 9 we must have: Q = P + 1.
If u ≥ 3, then by Lemmas 5 and 10: 1 + P + · · ·+ Pu−1 = RS.
It follows by Lemma 12 that r = s. It contradicts the fact: r < s.
We conclude that u = 1. Analogously, we get v = 1.
Therefore, σ(P a) = Qa, σ(Qb) = P b, and hence a ≤ b ≤ a. It follows that P aQb

is perfect. Thus, RcSd is also perfect by Lemma 3. It is impossible by Lemma 14,
since S 6= R+ 1.

6. Examples

We give here some perfect polynomials of the form P aQbRcSd such that: a, b, c, d ∈
IN and p, q, r, s ∈ {2, 4, 6}.
According to part (ii) of Theorem 1, we need to know all irreducible polynomials P
over F4, such that P + 1 is also irreducible and deg(P ) ∈ {2, 4}.
There exist two (resp. twelve) such polynomials of degrees 2 (resp. 4). Observe also
that there is no such polynomial of degree 3. We recall that ᾱ = α+ 1.
Degree 2: P1 = x2 + x+ α, P2 = P1 + 1.
Degree 4:

R1 = x4 + x3 + x+ α R3 = x4 + x3 + x2 + α
R5 = x4 + x3 + αx2 + αx+ α R7 = x4 + x3 + ᾱx2 + ᾱx+ ᾱ
R9 = x4 + αx2 + αx+ α R11 = x4 + ᾱx2 + ᾱx+ ᾱ,

and:
R2i = R2i−1 + 1, for 1 ≤ i ≤ 6.
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6.1. Case: p = q = r = s

There exist exactly 15 families of odd perfect polynomials over F4 of the form:
P aQbRcSd where a, b, c, d ∈ IN and p = q = r = s = 4:

Aij = (Ri(Ri + 1))
2ni−1

(Rj(Rj + 1))
2nj−1

,

i, j ∈ {1, 3, 5, 7, 9, 11}, i < j, ni, nj ∈ IN.

6.2. Case: p = q < r = s

- There exist exactly 6 families of odd perfect polynomials over F4 of the form:
P aQbRcSd where a, b, c, d ∈ IN and p = q = 2, r = s = 4:

Bi = (P1(P1 + 1))
2n−1

(Ri(Ri + 1))
2ni−1

, i ∈ {1, 3, 5, 7, 9, 11}, n, ni ∈ IN.

- As examples for part (i) of Theorem 1 we have:

A1 = P 3
1P

6
2 S1S2, A2 = P 3

2P
6
1 S1S2,

where:
S1 = x6 + x5 + ᾱx4 + x3 + αx+ α,
S2 = x6 + x5 + αx4 + x3 + ᾱx+ ᾱ.
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