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ABSTRACT

Biometrics are automated methods of recognizing a person based on a physiological or behavioural characteristic – i.e., face, fingerprints, hand geometry, handwriting, iris, retinal, vein, and voice. Travellers are examined on their acceptance and perceived effectiveness of biometric technologies in airport security using the Technology Acceptance Model (TAM). Additional analysis is performed separately to check for possible moderating effects of respondents’ gender, age, education, income, and flying frequency. Findings suggest that some travellers perceive biometric technologies as both acceptable and effective in making travel safer. The results of this study also show very few effects of gender, age, education, income, and flying frequency on biometrics’ acceptance and perceived effectiveness.
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INTRODUCTION

Following the events of 11 September 2001 in the U.S., airport security has become a major issue for both society and the travel industry. Because violence and the fear of violence have substantial political and economic costs, much attention has been focused on developing strategies to protect potential targets, such as the air transportation system. These strategies utilize both human resources, such as assigning the U.S. National Guard units to patrol airports and information technologies, including passenger databases and biometrics. Biometrics are automated methods of recognizing a person based on a physiological or behavioural characteristic.  Among the features measured are: face, fingerprints, hand geometry, handwriting, iris, retinal, vein, and voice (The Biometrics Consortium, 1995).


In response to the events of 9/11, in 2004, the Transportation Security Administration (TSA), an agency within the U.S. Department of Homeland Security (DHS), has launched the Access Control pilot program across 8 U.S. airports to test various new biometric and other technologies designed to ensure that only authorized personnel have access to non-passenger controlled areas (TSA, 2004). Similarly, in the UK, a private sector consultancy has partnered up with Manchester airport and the UK's Department for Transport (DfT) to implement the UK’s first iris biometric access control solution to enhance airport security. The biometric access control system enables Manchester airport, one of the largest airports in the UK and which employees over 25,000 staff, to transit staff from airside through to landside safely and securely (eGOV monitor, 2008). 
Moreover, in 2005, TSA tested the Registered Traveller (RT) pilot program in partnership with several airlines and airports across the U.S. The RT pilot program is a voluntary airline passenger security assessment system that is designed to accelerate the airport screening process by way of collecting biometric (i.e., fingerprints) information to verify participant identity at RT checkpoints. RT programs identify passengers (only U.S. citizens or lawful permanent residents over the age of 18) who pose a minimal security risk, and then issue those passengers a Smart Card credential (containing stored biometric data) for use at the security checkpoints of airports that participate in the program. Participating travellers have access to a reserved security lane and enjoy a shorter wait at the security checkpoint. The RT pilot program is currently in operation in several airports around the U.S. (TSA, 2009). Effective from 29 December 2008, TSA began implementing yet another plan, the Secure Flight program, under which TSA compares the pre-flight information of airline passengers (i.e., full name, itinerary, date of birth, and gender) to U.S. government watch lists for domestic flights and international flights to, from, and overflying the United States (TSA, 2008).
Additionally, several countries are currently collecting and verifying biometric information from travellers at border crossings. For instance, the United Arab Emirates (UAE) use iris recognition in improving the security of border control systems (Al-Raisi & Al-Khouri, 2008). In 2006, the UAE deployment of iris recognition technology was the largest in the world, both in terms of number of iris records enrolled (more than 840,751) and number of iris comparisons performed daily (6.2 billion) in ‘all-against-all’ search mode. Similarly, for more than five years, the U.S. Department of State (DOS) consular officers and U.S. Customs and Border Protection (CBP) officers have been collecting biometrics – digital fingerprints and a photograph – from all non-U.S. citizens between the ages of 14 and 79, with some exceptions, when they apply for visas or arrive at U.S. ports of entry (CBP, 2008). More recently, DHS has begun an upgrade from two- to 10-fingerprint collection from international visitors arriving at selected U.S. airports (CBP, 2008).
Within the EU, in response to standards set by the International Civil Aviation Organization (ICAO, a UN agency), and requirements put in place by the U.S. visa waiver program, the EU member states, as of 26 October 2006, begun including biometric identifiers in the machine-readable “e-passports”. These passports contain an integrated computer chip capable of storing biographic information from the data page, a digitized photograph, and two fingerprints (Biometrics in Europe, 2007).
Many of the aforementioned security strategies entail both tangible financial costs as well as the less-tangible yet critical cost of foregone personal privacy. Information privacy, “the ability of the individual to personally control information about one’s self” (Stone et al., 1983) has been called one of the most important ethical issues of the information age (Mason, 1986; Smith, 1994). To be successful, measures to protect potential targets such as the air transportation system must both discourage foes and be perceived by the public to be effective and acceptable (e.g., the costs of foregone privacy, additional fees, delays, etc., do not exceed the benefits provided by the security measures (Davis, 1989; Hendrickson & Collins, 1996)). The purpose of this study is to examine the perceived acceptability and effectiveness of selected airport security measures as a way of increasing travel safety.

BACKGROUND LITERATURE

Tourism and Safety
According to Pizam and Fleischer (2002) and Goodrich (2001), the events of 9/11 in the United States had an immediate and enormous negative effect on tourism demand worldwide and a devastating impact on the U.S. tourism industry – not to mention the long-lasting, negative effects on the U.S. economy. The U.S. tourism industry thus experienced drastic cancellations of existing reservations and extensive declines in future bookings of airlines (up to 50%), tour operators, hotels, car rentals, and theme parks and attractions, to name a few.

While some acts of crime and violence are aimed directly at tourists, such as the bombing of a nightclub in Bali, Indonesia, others are committed against local residents, political figures, and others who have nothing to do with the tourism industry (Pizam, 1999). Furthermore, while some of the motives for such acts are economic or social (i.e. theft), others are political (i.e. war). Yet recent history suggests that no matter who the victim is and what the motives of the perpetrators are, when the acts of crime and/or violence result in harm or loss of life and occur at a relatively high frequency, the image of the destination will be affected and tourist arrivals will decline (Pizam & Fleischer, 2002; Pizam, 1999). Events such as the Persian Gulf War, Croatia’s Homeland War, the Beijing Tiananmen Square incident, and the events of 9/11 in the U.S., to name a few, although not aimed at tourists or the tourism industry per se, caused substantial declines in tourist arrivals and in some cases totally devastated the tourism industry of the country/region in question (Bar-On, 1996; Gartner & Shen, 1992; Hall & O’Sullivan, 1996; Mansfeld & Kliot, 1996; Pitts, 1996; Pizam & Mansfeld, 1996; Richter & Vaugh, 1986; Ryan 1993; Shiebler, Crotts & Hollinger, 1996, as cited in Pizam, 1999). 

According to Goodrich (1991), the Persian Gulf War of 1990 forced four U.S. airlines into bankruptcy and another to cease operations. Due to declines in domestic and international airline traffic, U.S. airlines lost a total of $3.7 and $1.5 billion in the fourth quarter of 1990 and the first quarter of 1991, respectively. Compared to the previous year’s figures, the lodging sector experienced a 7% drop in occupancy rates in the first quarter of 1991. During Croatia’s Homeland War (1991-1995), the number of tourists dropped from 10 million in 1985 to slightly over 2.4 million tourists in 1995 (Croatian Tourism in Figures, 2001). Following the 1989 Tiananmen Square incident, the tourism industry of the Peoples Republic of China (PRC) suffered an estimated 30% to 50% drop in the number of incoming visitors (Roehl, 1990). 

These data clearly suggest that acts of violence (i.e. war) alter tourist demand patterns. When particular travel situations or destinations become unsafe due to actual or perceived risks, travellers and tourists choose safer destinations (Sönmez, Apostolopoulos & Tarlow, 1999). From the supply-side viewpoint of a destination, this period can represent a ‘tourism crisis’ potentially jeopardizing normal operation of tourism-related businesses, damaging the destination’s image, etc. Persistent acts of violence can mean greater destruction of the destination’s tourism industry and economy in general (Enders, Sandler & Parise, 1992; Sönmez et al., 1999). 

Clearly, the security and safety of tourists and travelers are of grave concern for a destination attempting to rebuild its tarnished image and tumbling tourism industry. According to Sönmez and Graefe (1998), the level of risk-perception significantly and directly relates to key international vacation decision-making stages. Since most of the tourism-related experience consists of services that are intangible, heterogeneous, and consumed simultaneously with production, travel- and tourism-related risk can be real or perceived. Consequently, in evaluating a situation, an individual “pays more attention to some risk dimensions than to others because particular risk dimensions are perceived to be important to the decision maker” (Roehl and Fesenmaier, 1992, p.17). 

An example from Sönmez et al. (1999) can best illustrate the importance of safety, both real and perceived. Namely, in 1985, 28 million Americans went abroad and 162 were killed or injured. Although an American travelling abroad had a probability of less than .00057% of being victimized (real risk), nearly 2 million Americans changed their foreign travel plans in 1986 as a result of the previous year’s events (clearly a consequence of perceived risk). Evidently, acts of violence restrain travel and tourism activity until the public’s memories of the publicized events dim. 

Safety and Privacy

One way of improving the public’s perception of safety and security in travel, as seen in the media following the 9/11 incident, is via the use of biometric technologies in airport security (Daukantas, 2002). This move was endorsed by the U.S. Secretary of Transportation's Rapid Response Task Force on Airport Security, established in the wake of the events of 9/11, whose recommendation was that airports take immediate action to better incorporate technologies into security procedures used to identify passengers, airport workers and crews, and for improved detection of arms, explosives and baggage screening (Huddart, 2001).

The use of biometrics, however, aside from the obvious cost of technology and implementation, involves the less-tangible yet critical cost of foregone personal privacy. Privacy advocates contend that surveillance and computerized data files containing information about individuals endanger personal privacy and other civil liberties (Choldin, 1988; Steinhardt, 2003), as well as generate adverse socio-economic impacts (Peissl, 2003). From the libertarian’s point of view, the computer is a dangerous machine (Bull, 1984; Burnham, 1983). Computer systems, with their many access points (including remote telephone connections), give rise to the possibility that unauthorized persons may gain access to confidential information. In addition, computerization facilitates record linkage, or matching. To match is to compare two or more files of individually identified data and combine facts from them to create records with more information about each case. In this sense, combining several files could produce a composite portrait of a person, thereby violating his or her right to privacy. 

Fear of totalitarian government is another possible reason for worry about misuse of personal files. For instance, Europeans have seen enough examples of the police state to be conscious of its workings and the way it uses personal files (Aly & Roth, 1984). Information privacy – “the ability of the individual to personally control information about one’s self” (Stone et al. 1983) – has been called one of the “most important ethical issues of the information age” (Mason, 1986; Smith, 1994). Indeed, information privacy has been on the U.S. public policy agenda since the late 1960s (Regan, 2003). Without a doubt, concerns about privacy are not new and often emerge when the public perceives a threat from the existence of new information technologies with enhanced capabilities for surveillance, storage, retrieval, and communication of personal information (Clarke, 1988; Gentile & Sviokla, 1990; Mason, 1986; Miller, 1971; Muris, 2001; Regan, 2003; Westin, 1967). 
For instance, in 2005, several EU member states expressed their view that the introduction of biometrics into the ID national cards necessitates a public debate regarding privacy protection, financial and organizational issues, besides the technical aspect (Biometrics in Europe, 2007). Moreover, critics of the EU’s planned biometric e-passport scheme note that – while the inclusion of a digitized photograph in e-passports meets the standards set by the ICAO – the EU has gone further by requiring the inclusion of fingerprints. They also point out that since only two fingerprints will be taken, the error rate for an EU-wide database will be relatively high if it is to be used for identification (rather than just verification) purposes (Biometrics in Europe, 2007). Additionally, findings from a recent study conducted by a private-sector company suggest that consumers' willingness to share personal data with banks, government agencies, and other organizations for identity verification purposes vary depending on the verification methods used (Unysis Security Index, 2008). Typically, while the majority are willing to provide familiar information (i.e., personal passwords, fingerprint scans, and PINs), although this is less true in Asia, willingness drops below 50% for relatively novel scans of the voice and various physical characteristics.
Despite these privacy-related issues, prior research suggests that, in general, individuals are less likely to perceive information practices as privacy-invasive when, among other things, (1) the information collected or used is relevant to the transaction and (2) they believe the information will be used to draw reliable and valid inferences about them (Baker, 1991; Clarke, 1988; Stone & Stone, 1990; Stone et al., 1983; Tolchinsky et al., 1981; Woodman et al., 1982). Similarly, while privacy is one of the most highly prized rights, it is a subsidiary concern to physical threats of nuclear war and street crimes (Vidmar & Flaherty, 1985, as cited in Katz & Tassone, 1990). Thus, while many Americans worry about their loss of control over personal information and the potential consequences that can result from misuse of personal information (e.g., Bartlett, 2001; Gallup Organization, 2001; Muris, 2001; Westin, 2002, 2000), there is evidence suggesting that following the events of 9/11 some Americans are more willing to sacrifice civil liberties in favour of improvements in security (e.g. Pew Research Center, 2001; Westin, 2002).

Technology vs. Acceptance and Perceived Effectiveness

Opposing views aside, support for the use of databases as security tools can be conceptualized as a situation involving risk of uncertainty about whether potentially significant and/or disappointing outcomes of decisions will be realized (Sitkin & Pablo, 1992). This conceptualization can be supported by the outcome expectation dimensions of risk, which suggests that negative expected returns elicit fundamentally different decision-framing and decision-making behaviour than do outcome sets with positive expected values (Dutton & Jackson, 1987; Figenbaum & Thomas, 1988; Jackson & Dutton, 1988; Kahneman & Tversky, 1979). According to Sitkin and Pablo (1992), risk includes a full range of outcomes, both positive and negative. This is because it is not the expected outcome itself that constitutes a risk but the degree to which that outcome would be disappointing to the decision maker. From this viewpoint, even a positive outcome can be disappointing if it is judged against sufficiently challenging aspiration levels (Lopes, 1987; March & Shapira, 1987).  

In order to examine the public’s acceptability and the perceived effectiveness of biometrics, the Hendrickson and Collins (1996) version of the modified Technology Acceptance Model (TAM) (Davis 1989), based on the Theory of Reasoned Action (Ajzen & Fishbein, 1980), will be used in this research (Figure 1). One should note that (1) this study focuses on the left side of the model—perceived ease of use and perceived usefulness, and furthermore (2) it adapts the model with acceptance and perceived effectiveness variables.

-----insert Figure 1 about here-----

According to Davis (1989), TAM attempts to predict and explain system use by positing that perceived usefulness and perceived ease of use are of primary relevance in computer acceptance behaviour. In its original form, the model defines the constructs of perceived usefulness as “the degree to which a person believes that using a particular system would enhance his or her job performance, and perceived ease of use as “the degree to which a person believes that using a particular system would be free of effort” (p. 320). However, TAM can be applied to more than just the measurement of the acceptance of specific software. Davis et al. (1989) suggest that the “goal of TAM is to provide an explanation of the determinants of computer usage that is general, capable of explaining user behaviour across a broad range of end-user computing technologies and user populations” (p. 985). In line with his earlier statement, Davis (1993) has cited the need to validate TAM across different user populations. 


While Information Systems research has found significant cross-cultural differences on IT diffusion (Straub, 1994), few studies have included the effects of demographic and behavioural characteristics. By extending TAM to examine the effects of gender on technology perceptions, Venkatesh and Morris (2000), and Gefen and Straub (1997) argue that there are reliable differences between gender groups in their perceptions and beliefs about technology. In addition to gender, TAM was also extended to examine the effects of social influence on attitudes towards technology (Malhotra & Galletta, 1999).  


Although TAM has so far not been extended to include demographic characteristics other than gender, the current work in various disciplines suggests that for some technology adoption decisions, age (e.g., Brancheau & Wetherbe, 1990; Morris & Venkatesh, 2000), education (e.g., Brancheau & Wetherbe, 1990; Burroughs & Sabherwal, 2002; Zhang, Fan & Cai, 2002), and income (e.g., Burroughs & Sabherwal, 2002), in fact, matter. Given increases in life expectancy, as well as differences in income and education, these findings have important implications for the process by which technology is developed, introduced, and managed. The current work points out that understanding specifically who the user is can have an important influence on a given technology's acceptability to that user.


In terms of behavioural effects, TAM’s orientation—from perceptions, via intentions, to actual behaviour—has neglected the possibility of reverse effect. In other words, it is possible that the actual usage behaviour (i.e. usage frequency and usage volume [e.g., Hubona & Kennick, 1995]) affects perceptions. This scenario is well explained by the Cognitive Dissonance Theory (Cummings & Venkatesan, 1976; Festinger, 1957), whereby use of a product may change one's perceptions, attitudes, and needs with respect to use of the product. Taking the frequency of flying as an example, a frequent flyer may perceive various trip elements (i.e. commute to the airport, airport check-in, security screening, gate boarding, etc.) differently from the non-frequent flyer, arguably because of his or her different level of flying “expertise”. If a frequent-flyer’s knowledge of the change in one of these trip elements (i.e. longer and more detailed security screening) is opposed to his or her knowledge of the time available for other things (i.e. less time spent with family), he or she may well alter his or her perceptions to reduce dissonance.

METHODOLOGY

Visitors to a major city’s tourism marketing website (www.gophila.com) were recruited for this study.  Initially, a panel of 1500 website users was formed.  The initial web survey collected information on demographics.  After completing this initial survey, a follow-up self-administered survey was sent via regular mail. Since data analyzed in this study are based on information contained in both the initial (web) survey and the follow-up (mail) survey, those respondents for whom there was no data available from both surveys were deleted. The actual sample, therefore, had 558 respondents.  


This mailing included a preaddressed postage paid return envelope, a cover letter providing instructions, and a survey form that collected information on travel behaviour, acceptability of nine security measures and the current or status quo conditions, and effectiveness of those same security measures and the status quo conditions.  


Information about the respondent’s gender, age group, education level, and income level were collected. In addition, Likert-style rating scales were used in answering questions about biometrics’ acceptance and effectiveness (for full text description of each biometric strategy, see Table 1). Information about the average number of trips taken on a commercial airplane per year was also collected.

-----insert Table 1 about here -----


Analysis consists of (1) generating descriptive statistics, (2) evaluating the relationship between the perceived acceptability and the perceived effectiveness of security measures, and (3) testing for patterns of acceptability and effectiveness across demographic and behavioural variables. In order to assess the potential relationship between two independent variables – acceptability and perceived effectiveness – a statistical correlation procedure was applied.  Given the exploratory nature of this research, a 0.10 significance level was used as the criterion by which to identify relationships as statistically significant (Gregoire & Driver, 1987).

In relating two response variables, acceptability and perceived effectiveness, to two predictor variables, gender and flying frequency, independent sample t-tests were performed. In respect to flying frequency, respondents are divided into two groups – high and low – based on the median number of air trips per year.  The effect of other three predictor variables – age, education, and income – was examined through one-way ANOVA. For the effect of all five predictor variables on acceptance and perceived effectiveness, p values are reported. 

RESULTS

Respondent Characteristics

A total of 558 travellers returned the self-administered questionnaire.  Most of the surveys (85%) were postmarked during May and June 2002.  Over three-quarters (76.1%) of the respondents were between 26 and 55 years of age.  Two-thirds (67%) of the respondents were female.  Respondents were well-educated:  37% reported that they were college graduates (4-year degrees) while another 28% reported graduate or professional degrees.  Only 17% reported incomes at or below $35,000 while 24% reported incomes of $75,000 or more and 23% refused to give their household income.  Respondents reported frequent travel with an average of 11 (median of 8) away-from-home overnight or longer trips per year and an average of 4 (median of 2) trips via a commercial airliner in a typical year.

Acceptance of Selected Biometric Security Procedures

As can be seen in Table 2, at least 83% of respondents report the following biometric strategies as somewhat acceptable, acceptable, or very acceptable: fingerprint scanning, face scanning, eye scanning, voice recognition, national ID card, background checking, and sky marshals on board. Roughly 76% of the respondents believe that comparing them to a profile using age, ethnicity, and appearance is at least somewhat acceptable. As expected, a mandatory 3-hour wait time after check-in and before boarding-time is reported not at all acceptable by roughly 60% of the respondents. Similarly, about 50% of the respondents believe that maintaining today’s current or status quo security procedures without changes is not at all acceptable. 

-----insert Table 2 about here-----

Perceived Effectiveness of Selected Biometric Security Procedures

The presence of armed sky marshals on board an airplane and fingerprint scanning are believed to be effective or very effective by 81% and 78% of the respondents, respectively (Table 3). At least 60% of the respondents find face scanning, eye scanning, national ID card, and background checking as effective or every effective. As expected, roughly 90% of the respondents believe that the mandatory 3-hour wait time and status quo security procedures without changes are neither effective nor very effective. Surprisingly enough, and at odds with acceptability data, a relatively low 34% and 42% of the respondents perceive profiles and voice recognition as effective. 

-----insert Table 3 about here-----

Acceptance and Effectiveness

Table 4 illustrates the correlation analysis examining possible relationship between acceptance and perceived effectiveness of each security measure. The results show that acceptance and effectiveness strongly and positively correlate on all selected security procedures.
-----insert Table 4 about here-----

Acceptance and Effectiveness and Selected Demographic and Behavioural Characteristics

The findings in Table 5 suggest that gender generally does not affect respondents’ attitudes toward selected biometric security procedures. Yet four biometric security procedures are worth mentioning in this context. The effect of gender on acceptance of a background check is statistically significant (p = .01), thus implying that men oppose background checking more than women do. In addition, the effect of gender on (1) acceptance of eye recognition and (2) effectiveness of a 3-hour wait and background check is of borderline significance. However, while women express higher acceptance of eye recognition, men find a 3-hour wait and background check more effective. The reported high p values for the remaining security procedures indicate that acceptance and perceived effectiveness do not generally vary by gender.

-----insert Table 5 about here-----


The effect of flying frequency (Table 6) on 3-hour wait acceptance is statistically significant, while the effect on 3-hour wait effectiveness is marginally significant. Interestingly enough, while respondents who fly twice or more per year find a 3-hour wait more acceptable, they also find it less effective.  


In addition to a 3-hour wait, the effect of flying frequency on effectiveness of face scan and background check is moderately significant yet contradicting (Table 6). While respondents who fly twice or more per year believe a face scan to be more effective, they believe a background check to be less effective. The reported high p values for the remaining biometric strategies indicate few differences attributable to different levels of experience.


In terms of education, the status quo effectiveness p value of .076 suggests marginal significance.  In relation to income, the background check acceptance p value of .05 suggests moderate significance. There is no further support that education or income has any significant effect on biometrics’ acceptance and effectiveness.  In addition to education and income, age has no significant effect on biometrics’ acceptance and effectiveness.

-----insert Table 6 about here-----

IMPLICATIONS AND CONCLUSIONS

This sample of travellers perceived that some security measures—sky marshals, fingerprints, eye scans, and face scans—were both acceptable and effective. Some other measures were seen to be neither acceptable nor effective.  Interestingly, a measure which has received considerable attention, profiling (here described as “airport security compare you to a profile using age, ethnicity, and appearance”), was acceptable to 48% of respondents and was considered effective by only 35% of respondents.  Respondents also strongly voiced their dissatisfaction with what they perceived as the current or status quo conditions.  Overall, members of this sample appeared willing to accept various physical scanning technologies (biometrics) linked to databases.  They were less willing to accept profiling, perhaps because the biometric methods seem more objective than profiling.  Given their reported acceptance of scanning technologies linked to databases, they appear willing to trade information privacy for personal safety. In terms of the few statistically significant effects of gender and flying frequency on biometrics’ acceptance and perceived effectiveness, one should note that the observed mean differences were quite small (e.g., typically 0.1 or 0.2 in magnitude). Such small group differences probably have few managerial implications.

Making the distinction between biometrics’ acceptance and perceived effectiveness, the implementation of biometric technologies at airports is an inducement for all stakeholders to understand this important issue from both the technology point of view and the consumer point of view. While biometric technologies are perceived as acceptable and effective in the grand scheme of improving security in the overall flying process (technology viewpoint), they may be viewed as hard to implement (consumer viewpoint). Accordingly, there is a possibility that the respondents in this study may react somewhat differently if presented with additional questions that would clearly identify the issue of biometrics’ threat to personal privacy. One could argue that the survey questions highlight the technology point of view (by inquiring about technology acceptance and effectiveness as it relates to airport security and overall travel experience), while omitting the consumer point of view (i.e. losses and benefits to the consumer).

Additionally, travellers’ favourable perceptions and adoption of biometrics may differ significantly before and after actual usage. As indicated in the introductory part of this study, travellers never experienced the selected biometric security measures. Support for such differences between adoption and usage are provided by consumer behaviour research (e.g., Howard & Sheth, 1969) and Cognitive Dissonance Theory (Cummings & Venkatesan, 1976; Festinger, 1957). Similarly, travellers’ favourable perceptions and adoption of biometrics may be influenced by the proximity of the events of 9/11 (autumn of 2001) and survey completion (spring of 2002).

The sample size (n = 558) and sampling method (non-random sample) further limit the generalizability of the findings. However, it appears that these findings apply at least to some travellers.  A similar restriction is imposed by the gender structure of the respondents in the sample – 67% female vs. 33% male. Clearly, the two gender groups are distributed more evenly at the national level than in the study sample. Thus, future studies need a more representative sample. Directions for further research include expanding this study to a sample that can be generalized to the U.S. population, including measures of attitudes toward privacy and government, and tracking the stability of these perceptions over time.
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	Table 1.  Definitions of Selected Security Strategies

	
	

	Biometric 
	 

	Strategy
	Description

	Fingerprints
	Your fingerprints are scanned to identify you in an international

	
	database

	
	

	Face Scan
	Your face is scanned by face recognition technology to identify 

	
	you in an international database

	
	

	Eye
	Your eyes are scanned by eye recognition technology to identify

	Recognition
	you in an international database

	
	

	Voice 
	Your voice is recorded by voice recognition technology to

	Recognition
	identify you in an international database

	
	

	National 
	A national ID card with a "smart chip" is given which identifies

	ID Card
	you in a national database

	
	

	Profiles
	Airport security compare you to a profile using age, ethnicity,

	
	and appearance

	
	

	3-Hour Wait
	Mandatory 3-hour wait time after you check in before you can

	
	board the plane

	
	

	Background 
	A background check linked to a law enforcement database

	Check
	was done on you (and all other passengers)

	
	

	Sky Marshals
	Armed "Sky Marshalls" are on your plane

	
	

	Status Quo
	Today's current or status quo security procedures are 

	 
	maintained with no change


	Table 2.  Acceptance of Selected Security Procedures

	 
	 
	 
	 
	 
	 
	 

	Security
	Not at all
	Somewhat
	
	Very
	
	

	Procedure
	Acceptable1
	Acceptable
	Acceptable
	Acceptable
	Mean2
	N

	Sky Marshals
	  2.5
	  9.2
	34.6
	53.6
	3.39
	552

	Fingerprints
	11.6
	14.2
	43.7
	30.5
	2.93
	551

	Background Check
	11.8
	23.3
	38.7
	26.2
	2.79
	550

	Face Scan
	13.5
	19.1
	37.6
	29.8
	2.84
	550

	Eye Recognition
	15.1
	19.1
	35.3
	30.5
	2.81
	550

	National ID Card
	15.8
	18.5
	31.6
	34.1
	2.84
	551

	Voice Recognition
	16.4
	25.4
	32.8
	25.4
	2.67
	548

	Profiles
	23.7
	28.1
	29.3
	18.9
	2.44
	549

	Status Quo
	50.2
	33.1
	12.4
	  4.4
	1.71
	550

	3-Hour Wait
	60.5
	26.3
	11.1
	  2.2
	1.55
	552

	1 Valid percent (%)
	
	
	
	
	
	

	2 Mean where not at all acceptable = 1, somewhat acceptable = 2, acceptable = 3,

	   and very acceptable = 4.


	Table 3.  Perceived Effectiveness of Selected Security Procedures

	 
	 
	 
	 
	 
	 
	 
	 

	
	
	
	Neither
	
	
	
	

	Security
	Very
	
	Effective
	
	Very
	
	

	Procedure
	Effective1
	Effective
	or
	Ineffective
	Ineffective
	Mean2
	N

	 
	 
	 
	Ineffective
	 
	 
	 
	 

	Sky Marshals
	39.2
	42.6
	11.8
	  3.9
	  2.6
	1.88
	541

	Fingerprints
	28.5
	50.2
	12.9
	  7.4
	  1.1
	2.02
	541

	Eye
	
	
	
	
	
	
	

	Recognition
	27.8
	41.0
	19.1
	  9.9
	  2.2
	2.18
	541

	Face Scan
	18.0
	45.3
	22.2
	11.7
	  2.8
	2.36
	542

	Background
	
	
	
	
	
	
	

	Check
	15.9
	43.6
	23.6
	11.7
	  5.1
	2.46
	543

	National
	
	
	
	
	
	
	

	ID Card
	17.7
	41.6
	18.9
	15.0
	  6.8
	2.51
	538

	Voice
	
	
	
	
	
	
	

	Recognition
	12.1
	30.3
	31.1
	19.9
	  6.6
	2.78
	541

	Profiles
	  8.1
	26.5
	25.6
	25.9
	14.0
	3.11
	541

	Status Quo
	  2.2
	  9.6
	26.3
	23.9
	37.9
	3.85
	540

	3-Hour Wait
	  2.0
	  8.8
	28.2
	27.1
	33.9
	3.83
	543

	1 %
	
	
	
	
	
	
	

	2 Mean where very effective = 1, effective = 2, neither effective or ineffective = 3, 

	   ineffective = 4, and very ineffective = 5.


	Table 4.  Relationship Between Acceptance and Perceived Effectiveness

	of Selected Security Procedures

	
	
	
	
	
	

	Security
	Pearson
	
	
	
	

	Procedure
	Correlation
	
	p
	
	N

	Status Quo
	0.72
	
	.000
	
	540

	Profiles
	0.67
	
	.000
	
	539

	Sky Marshals
	0.64
	
	.000
	
	541

	3-Hour Wait
	0.60
	
	.000
	
	543

	National ID Card
	0.58
	
	.000
	
	537

	Background Check
	0.57
	
	.000
	
	541

	Face Scan
	0.54
	
	.000
	
	541

	Eye Recognition
	0.54
	
	.000
	
	540

	Voice Recognition
	0.53
	
	.000
	
	538

	Fingerprints
	0.49
	
	.000
	
	541


	Table 5.  Effect of Gender on Selected Biometric Security Procedures   

	
	
	
	
	
	
	 

	 
	Gender
	 
	 
	 
	

	 
	Male
	Female
	 
	t
	 
	p

	Acceptance
	
	
	
	
	
	

	Eye Recognition
	    2.931,3
	2.75
	
	 1.870
	
	.062 *

	Background Check
	2.95
	2.72
	
	 2.576
	
	 .010 **

	
	
	
	
	
	
	

	Effectiveness
	
	
	
	
	
	

	3-Hour Wait
	   3.692,4
	3.88
	
	-1.885
	
	.060 *

	Background Check
	2,32
	2.5
	
	-1.867
	
	.062 *

	1   Mean Acceptance
	 
	 
	 
	 
	 
	 

	2   Mean Effectiveness
	
	
	
	
	
	

	3   Mean where not at all acceptable = 4, somewhat acceptable = 3, acceptable = 2,

	    and very acceptable = 1.

	4   Mean where very effective = 1, effective = 2, neither effective or ineffective = 3, 

	    ineffective = 4, and very ineffective = 5 

	*   Significant at .10 level
	
	
	
	
	

	** Significant at .05 level
	
	
	
	
	


	Table 6.  Effect of Flying Frequency on Selected Biometric Security Procedures   

	
	
	
	
	
	
	

	                                   Frequency of Flying on
	 
	 
	 

	                                    Commercial Airplane
	
	
	

	 
	>= 2
	< 2
	 
	t
	 
	p

	Acceptance
	
	
	
	
	
	

	3-Hour Wait
	    1.491,3
	1.66
	
	-2.411
	
	 .016 **

	
	
	
	
	
	
	

	Effectiveness
	
	
	
	
	
	

	Face Scan
	    2.292,4
	2.48
	
	-2.149
	
	 .032 **

	3-Hour Wait
	3.89
	3.72
	
	 1.800
	
	.072 *

	Background Check
	2.53
	2.34
	 
	 2.035
	 
	 .042 **

	1   Mean Acceptance
	
	
	
	
	

	2    Mean Effectiveness
	
	
	
	
	

	3   Mean where not at all acceptable = 4, somewhat acceptable = 3, acceptable = 2,

	    and very acceptable = 1.

	4   Mean where very effective = 1, effective = 2, neither effective or ineffective = 3, 

	    ineffective = 4, and very ineffective = 5 

	*   Significant at .10 level
	
	
	
	
	

	** Significant at .05 level
	
	
	
	
	


