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OPENNESS AND ECONOMIC GROWTH IN AN EMERGING ECONOMY: THE CASE OF RUSSIA
ABSTRACT
This article investigates the relationship between trade openness and economic growth in the case of Russia. The results reveal that a bi-directional relationship exists between openness and economic growth. Not only does openness causes economic growth, but economic growth in turn causes openness. Moreover, this feedback relation is found for both, the short run and long run.
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1. Introduction

This paper attempts to investigate the relationship between trade openness and economic growth in Russia. Russia provides as an interesting case study to examine this relationship: It’s the largest emerging economy in the former Soviet bloc. It has undergone severe economic crises since 1991 when Boris Yeltsin became its first elected president. In fact, the metamorphosis of this communist regime into a market based economy was quite painful. According to the World Bank data real GDP per capita in Russia declined by as much as 25 percent between 1991 and 2001. In view of many western observers it came to be perceived as a failed state. Russia’s economic performance was labeled as “a tragedy of historic proportions”. 
In the period immediately following the post Soviet era, Russia faced macroeconomic instability, rising inflation and rent-seeking among the elites. The Russian government developed a comprehensive privatization program in 1992 and seventy percent of its economy was in private hands within two years (Shleifer and Treisman, 2003). In order to cope with inflation it pegged the ruble to the US dollar that helped for a short period of time. However, unemployment continued to rise. The structural adjustment policies were slow to be implemented and the economic situation continued to worsen. Throughout the 1990s, output fell and unemployment rose. The price level increased and the ruble devalued by 99% against the US dollar.

Up until the late 1997, the sales of ruble denominated discount instruments and coupon bonds, known as GKOs and OFZs, by the government were quite successful. However, by 1998, the government began facing difficulties selling ruble denominated debt due to adverse domestic political developments, weak commodity prices, and global economic events. In 1997-1998 oil prices collapsed and the ruble fell over sixty percent with in two months of August and September. Hence, the government decided to replace the rubble denominated debt into US dollar denominated Eurobonds. The growing burden of borrowing had raised concerns about Russia's default on its Treasury bills as pressures on debt, equity, and exchange markets decreased the investors’ confidence. During this time, the economy had made itself extremely vulnerable to adverse external developments. It became highly dependent on a healthy global economy, as its capital flow model was based on the assumption of ever increasing demand for exports. When the East Asian financial crisis broke out in 1997, prices for Russia's two most valuable sources of capital flows, energy and metals, plummeted. Given Russia’s fragile economy, the rapid decline in the value of those two capital sources resulted in an economic chaos in the country where GDP per capita fell, unemployment soared, and global investors liquidated their Russian assets.  By July 1998, Russian government was unable to rollover treasury bills maturing before the end of 1999. On August 17, 1998, Russian government abandoned to defend the exchange rate peg, declared unilateral default on $40 billion in short-term domestic treasury debt, of which about one third was held by foreign investors, and placed a 90-day moratorium on commercial external debt payments. Nonetheless, devaluation of the ruble soon improved the competitive position of Russia’s exports, leading to a period of economic recovery. The subsequent period of reforms brought inflation under control and led to a massive privatisation programme. As can be seen in figures below, in the early years of 1990s, both trade and GDP experienced a long period of stagnation. However, following the crisis, soon there has been a striking growth both in trade and GDP. The economy’s annual growth accelerated to seven percent by 2007 and fixed capital investment averaged ten percent. However, inflation returned in the second half of 2007 approaching 12 percent by the year end. In early 2008, Russia’s economy was growing at 8.1 percent. 
Russia is seeking the WTO accession. On theoretical grounds, a majority of economists support the idea of joining the WTO. However, some politicians and businessmen have recently opposed this idea on grounds that open economy model of economic development is not in Russia’s best interest and therefore protectionist policies will be more favourable in restructuring the Russian economy. The findings of this study may shed light on the effectiveness of openness on the economic performance of the Russian economy. If it is found that openness promotes growth, then efforts to join the WTO should be enhanced on economic grounds.

The rest of the study is structured as follows. The next section will review the literature while section III will introduce the data and the methodology. Section IV will provide the empirical results and the last section will point out the conclusions that emerge from the analysis.

2. Literature Review
Economic theory supports the notion that openness speeds up economic growth since it involves an efficient use of economic resources by a country. Growing markets and reallocation of resources exploit the economies of scale and thereby lower the cost of production. It improves access to foreign technology and inputs. The transfers of technology and managerial skills further improve quality and increase productivity and innovation. Foreign capital inflows lead to increased investments and thereby contribute to economic growth.

Empirical evidence investigating relationship between openness and economic growth is scarce compared to its predecessor: the export-led-growth (ELG) hypothesis that gained currency since the late 1970’s. A rich literature has developed in this area of research. Most of the studies published in the 1970’s and 1980’s (Michaely,1977, Balassa, 1978, Tyler,1981, Balassa, 1985, Bhagwati,1988,Feder,1983) support the argument that export growth leads to economic growth. Most recent studies however using co-integration analysis  looked into the causal factors and (e.g. Fung, Sawhney, Lo and Xiang, 1994 and Maneshiold, 2008) and have cast doubt on the unidirectional link from exports to GDP. In some cases the relationship has been found to be bidirectional (e.g. Canada) and in others (e.g. Mexico) the reverse causality has been observed ( Chow,1987).
Recent studies favoring relationship between openness and economic growth include  Grossman and Helpman (1991), Edward (1998), and Frankel and Romer (1999), Sachs and Warner (1995),  Wacziang and Welch (2003),  . On the other hand, some researchers have argued that openness is a necessary but not a sufficient condition to promote economic growth. For example, Eichen (2000), and Calderson and Fuentes(2006)) argue that in the presence of distortions and poor initial conditions, openness may not have any impact on economic growth. They are, however, in agreement with new developments in trade theory that claims that in addition to comparative advantage, other institutional developments are necessary for a country to benefit from openness. Rodriguez and Rodnik’s (1999) empirical study questions the validity of Sachs and Warner’s (1995) cross-sectional study. They take issue with the methodology used by Sachs and Warner. Their detailed analysis concludes that openness shows the predictive relationship only when it is combined with other structural variables. In isolation of other structural policies, they do not find that openness promotes growth. Wacziang and Welch (2002) have avoided some methodological issues raised by Rodnik and Rodriguez. They use panel data which, unlike cross-sectional data, allows observing within country effects of policy actions. Their findings support the notion that openness has positive impact on economic growth.

This brief review of literature suggests that the evidence on the role of openness is far from conclusive and therefore more time series studies should be conducted to examine the relationship between openness and economic growth. The time series study conducted on Russia is intended to fill in this gap and contribute to the literature.

3. Data and Methodology

Following the standard practice, (Demetriades and Hussein 1996, Luintel and Khan 1999 and Levine et al, 2000), we take natural logarithm of per capita GDP as an indicator of Economic Growth that is denoted by PY. It is observed by Hesteon (1994) that real GDP per capita is superior to total real GDP, because some of the errors inherent in the estimation of the level of GDP and of population tend to be offsetting. Therefore we follow Demetriades and Hussein (1996) and prefer per capita GDP in domestic currency as an indicator of growth. The real per capita GDP is measured as a ratio of real GDP to total population. The Real GDP is measured as nominal GDP divided by GDP deflator (2000=100). Openness is captured by the variable open which measures total trade (computed as the sum of exports and imports as a fraction of aggregate GDP. This is the most basic measure to capture the trade openness (Yanikkaya 2002). Data spans the period from 1993Q4 to 2008 Q1 and is in quarterly frequency. It is obtained from the World Development Indicators (2008). Since population was not available in quarterly frequency, GDP per capita was adjusted based on its share of the annual population. Figure 1 and 2 shows the variables used in the analysis.
Figure 1
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Figure 1: real per capita GDP 


Figure 2

The Measure of Openness
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Figure 2: the Measure of Openness 


3.1. ADF Unit Root Tests
Many macroeconomic time series are found to be non-stationary at levels. If we estimate these series at level then we may find some spurious regression. Therefore, one can estimate the difference form of the variables to get rid of any spurious correlation. But the use of difference form of equation removes the long run information from the data set. It provides only partial information or short run information. Therefore it requires a special treatment. Nelson and Plosser (1982) point out that many macroeconomic time series contain unit roots dominated by stochastic trends. Unit root tests are important in examining the stationarity of a time series. The presence of a stochastic trend is determined by testing the presence of unit roots in time series data. Non-stationarity or the presence of a unit root can be tested using the Dickey and Fuller (1981) tests. The test is the t statistic on 
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 in the following regression:
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 where 
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 is the first-difference operator, 
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 is a stationary random error.

3.2. Tests of Cointegration

Johansen’s methodology takes its starting point in the vector autoregression (VAR) of order  p given by:


[image: image7.wmf]t

t

p

t

p

t

t

Bx

Y

A

Y

A

y

e

+

+

-

-

-

-

-

+

=

-

-

1

1






2

where  
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 is an nx1 vector of variables that are integrated of order one , commonly denoted  I(1), 
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 is a d-vector of deterministic variables, A1,.., Ap and B are matrices of coefficients to be estimated, and  
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 is an nx1 vector of innovations. This VAR can be re-written as:
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where
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Granger’s representation theorem asserts that if the coefficient matrix n has reduced rank r<n, then there exist n x r matrices α and β each with rank r such that 
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 is stationary. Here, r is the number of cointegrating relations and each column of β is a cointegrating vector. 

3.3. Error-Correcting Modeling

The existence of cointegration relationships indicates that there are long-run relationships among the variables, and therefore Granger causality exists among them in at least one direction. The ECM was introduced by Sargan (1964), and later popularized by Engle and Granger (1987). It is used for correcting disequilibrium and testing for long and short run causality among cointegrated variables. The ECM used in this paper is specified as follows:
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where 
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 is the difference operator, 
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 are the error correction term, which is derived from the long run cointegration relationship. In each equation, change in the endogenous variable is caused not only by their lags, but also by the previous period’s disequilibrium in level. Given such a specification, the presence of short and long-run causality could be tested.
In equation 5, OPEN causes PY if either 
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 is statistically significant (the long-run causality) or the 
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 are jointly significant (short-run causality). Similarly, in equation 6, PY causes OPEN if either 
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 is statistically significant (the long-run causality) or the b2s are jointly significant (short-run causality).

4. Empirical Results

Table 1 reveals that the null hypothesis of a unit root in the level series cannot be rejected, which means that both the series are non-stationary
. On the other hand, the null hypothesis of a unit root in the first difference of PY and OPEN is rejected. Therefore, both series are integrated for order one, i.e., I(1).This means we can apply cointegration tests to examine the long-run relationship. 
Table 1

ADF Unit Root Tests
	 
	ADF
	k
	 
	ADF
	k

	PY
	-2.71544
	3
	ΔPY
	-5.15718***
	3

	OPEN
	-2.12962
	4
	ΔOPEN
	-3.64728**
	3

	Note: ** and *** represent 5 and 1-percent level of significance, respectively. k is the degree of augmentation that is automatically determined by following the procedure of Campbell and Perron (1991). ADF tests are performed with Constant and Trend at Lag length 3.


On the basis of above unit root test, we performed the Johanson’s conitegrated test to see whether any combination of the variables are conitegrated. This approach uses maximum likelihood procedure that tests for the number of cointegration relationship and estimates the parameters of those conietgrration relationships. Likelihood Ratio test statistics and 5% critical values are reported in Table 2 and Table 3.
Table 2
Results of Johansen’s Cointegration Test: Trace Statistic
	

	Null Hypothesis
	Alternative Hypothesis
	Trace Statistics 
	Critical Value (.05)

	
	
	
	

	r=0
	r=1
	93.4977
	15.4971

	r≤1
	r=2
	5.67812
	3.841466


The likelihood ratio tests show that the null hypothesis of absence of cointegrating relation (r = 0) can be rejected at 5% level of significance, and that the null hypothesis of existence of at most one cointegrating relation (r ≤ 1) can also  be rejected at 5% level of significance (see Table 2). We can see that both tests suggest the existence of two conitegrating vectors driving the series with two common stochastic trends in the data. Thus, we can conclude that PY and OPEN are cointegrated. That is, there is a long-run relationship between PY and OPEN for Russia.
Table 3 
Results of Johansen’s Cointegration Test: Max Eigen Statistic
	Null Hypothesis
	Alternative Hypothesis
	Max Eigen Statistics 
	Critical Value (.05)

	
	
	
	

	r=0
	r=1
	87.8196
	14.2646

	r≤1
	r=2
	5.67803
	3.84128


If the series of two variables are non-stationary and the linear combination of these two variables is stationary, then the error correction modeling rather than the standard Granger causality test should be employed. Therefore, an ECM was set up to investigate both the short-run and long-run causality. In the ECM, first difference of each endogenous variable (PY and OPEN) was regressed on a period lag of the cointegrating equation and lagged second differences of all the endogenous variables in the system, as specified in Equation 5 and Equation 6. The results of error correction model are presented in Table 4.
Table 4
Results of Error Correction Model
	

	Dependent variable
	Lag Lenth 
	F-Staticits
	t-stats for ECM

	ΔOPEN 
	m=2, n=2
	34.8374
	-4.7000***

	ΔPY
	m=2, n=2
	4.8559
	-2.26083**

	Note: ** and *** represent 5 and 1-percent level of significance


According to the results in Table 4, the short-run causality is found to run from OPEN to PY. The reverse short-run causality also exists between the variables. Thus, there exists a bidirectional short-run Granger-causality. The coefficient of the ECM is found to be significant in both Equations indicating the long run bidirectional causality between PY and OPEN.
5. Conclusion

This paper has examined the relationship between openness and economic growth in Russia since 1991. The literature survey points to a lack of country-specific studies on this relationship. The Russian case is especially interesting since Russia is the largest emerging country in the former Soviet bloc and its economy has undergone many periods of destabilizations. 

The theoretical basis of this relationship is that openness enlarges market size and increases competition, thereby improving efficiency. It also accelerates technology transfer between countries. The results of the co-integration test suggested that the real GDP growth variable is co-integrated with the external sector of the Russian economy. The model was specified to assess both, the short run and long run relationship between the variables. The results of the study are interesting. Unlike previous studies that found causality running from openness to economic growth (Wacziang and Welch, 2002, among others), this study reveals that a bi-directional relationship exists between openness and economic growth. Not only does openness causes economic growth, but economic growth in turn causes openness. Moreover, this feedback relation is found for both, the short run and long run. The causality seems to be stronger from openness to economic growth. This is in line with the theoretical expectations as openness  as the increased size of the market exploits the economies of scale and lowers the cost of production. Higher growth in turn attracts foreign investment that brings new technology and knowledge about markets and products. Foreign corporations have to compete in both domestic and world markets. They produce high value added products and raise overall productivity in the economy and thus the growth rate. The Russian evidence provided in this paper supports this theory as a bi-directional relationship has been found between the two variables.
The findings suggest that the Russian economic reforms have not only been beneficial in integrating the Russian economy with the rest of the world through commerce but have also had a significant impact on its economic growth. In early 1990s, the Russian government had liberalized much of its import regime and eliminated nontariff customs barriers on most imports. In addition, it had also established a two-column tariff regime in harmony with the United States and other members of the General Agreement on Tariffs and Trade (GATT), which in January 1995 became the WTO. The government had also eliminated quotas on oil exports in 1995 and export taxes on oil in 1996. The econometric analysis carried out in this study has shown that these reforms have indeed resulted in an increased GDP in Russia.
Future studies should explore linkages that play major roles in explaining such relationships. One suggested link is that the greater openness also attracts foreign investments that lead to higher growth, which in turn leads to higher degree of openness. Emerging countries can benefit if policy makers can implement policies promoting openness in their economies.The current financial crisis is world-wide in nature and it is adversely affecting economies of many countries. Some people are calling for  protectionist policies to deal with these problems. However, it will be a mistake to pursue such policies since they aren’t going to be successful as other countries retaliate and imports and exports of every country contract. As noted, this study has suggested that increasing openness is good for increasing economic growth in Russia.
The Russian economy grew over 5% in 2008. However, the current global financial crisis that adversely affected all emerging economies also affected Russia. The Russian economy suffered as oil prices hit a low of $35.00. This was accompanied with domestic inflation that was  running at double digit rate. The oil prices are currently firming at around $60.00 a barrel and the deepest global recession in sixty years is nearing its bottom. According to the OECD report while world economies are expected to grow by less than 1% in 2010,,the Russian economy will grow by 3.7% in 2010. Paul Thomsen of the International Monetary Fund also observes that: "Russia has some strong advantages compared to other emerging markets. The policy of taxing and saving oil revenue means that Russia has the fiscal room and reserves to have a monetary exchange policy that can

counter negative shocks from abroad." Based on the evidence presented in this paper it can be argued that these observations will prove to be valid if Russia continues to be an open economy.
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OTVORENOST I GOSPODARSKI RAST U EKONOMIJI U USPONU: SLUČAJ RUSIJE

SAŽETAK
Rad proučava vezu između trgovinske otvorenosti i gospodarskog rasta na slučaju Rusije. Rezultati pokazuju da postoji dvosmjeran odnos između otvorenosti i gospodarskog rasta. Ne samo da otvorenost uzrokuje gospodarski rast već i sam gospodarski rast opet uzrokuje otvorenost. Osim toga, ta uzajamna veza postoji kako kratkoročno tako i dugoročno.
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