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STOCK MARKET AND INVESTMENT IN TURKEY:

EVIDENCE FROM COINTEGRATION AND CAUSALITY TESTS
Abstract

The objective of this paper is to investigate the causal effect of business investments on stock returns in Turkey for the period following the liberalization of capital flows (1987:01-2006:03).  According to results of the cointegration tests and error correction model (ECM) causality is found to run from stock returns to business investments and not vice versa. 
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I. Introduction

The liberalization of the Turkish economy began with the implementation of a IMF-prompted structural adjustment program in 1980, which was followed by the re-opening of the Istanbul Stock Exchange in 1986. Especially, with the liberalization of capital account in 1989, the Turkish financial markets began to attract inflows of hot money, reversals of which have become a dominant motive in policy-making. The Turkish economy has recently been growing at a rapid rate. It experienced growth rate of 8.9 and 7.4 per cent for the years 2004 and 2005 respectively. Stock market was also booming, stock prices increased by 59.3% in 2005. 

In recent times, the Turkish economy has experienced several financial crisis and the government has had only limited success dealing with these problems. A major debt crisis developed during 1977 and 1980. Government response backed by the IMF was to implement a structural adjustment program known as “Jan. 24 decisions”. In 1986 the government began to issue Treasury Bills and Government Bonds and borrowed money in international markets. The liberalization of capital account in 1989 attracted capital inflows that led to the appreciation of lira by as much as 22%. This resulted in increased balance of trade deficits. By the end of 1993 public sector deficits and debt as well as interest rates reached record high levels. The government’s response was to simply impose the interest rate ceilings. Thus, the government had short-term perspective and disregarded the long-term consuquences. In 1994, international credit rating agencies lowered rating on Turkish sovereign debt. This again triggered a panic in financial markets at home and abroad. By April 1994, the lira depreciated by more that 50% against the USD. In July 1998, government launched another disinflation program under the guidance of IMF that also met limited success. By 1998, yet another foreign exchange crisis, the Russian debt crisis, the general election in 1999 and natural calamities(2 earthquakes) were the contributing factors. The central bank calmed markets by providing liquidity, but the foreign exchange situation worsened and interest rates soared. A system of crawling-peg regime was adopted by the central bank to deal with the exchange rate problem that met only limited success. Capital outflow continued at a very high speed and by the end of 2000, it appeared that the system was near collapse. However, the IMF bailed it out granting a loan of 7.5 billion USD. By February 2001, it became clear that the crawling-peg system could not survive and the central bank was forced to abandon it. The Turkish economy switched to a a floating exchange rate system. This resulted in a high devaluation of lira. The IMF again came to rescue when Turkey secured a 15 billion USD from the IMF. However, a positive outcome of the new and intensified IMF-backed adjustment program was that it granted the Turkish Central Bank independence  from the political intervention. While it can be argued that the Turkish lira is still being subjected to speculative attacks, it appears that the central bank will stand ready to deal with such situation as evidenced by the mini crisis of 2006. 

It will be interesting to examine the role of stock prices on investment spending in Turkish economy. Several empirical studies have attempted to investigate the relationship between stock prices and economic performance in many countries. However, the case of Turkey hasn’t been examined. The objective of this paper is to focus on the role of stock market in business investment decisions in the case of Turkey in its post-financial liberalization period and to investigate the causal effect of business investments on stock returns in Turkey in the period between 1987:01 and 2006:03.   
The rest of the study is structured as follows. Section II reviews the literature. Section III introduces the data and methodology. Section IV presents the empirical results, and Section V points out the conclusions that emerge from the study.

II. Literature Review

There exists a rich literature on stock market and the economy. In an early attempt, Fama (1981) and Fischer and Merton (1984) conducted studies based on the assumption that asset prices are forward looking. They reflect earnings and dividends expectations, and thus help predict future economic activities in an economy. They found that stock prices are leading indicators of economic growth, and claimed that stock prices led investment and consumption in the U.S. economy. Using time series data, subsequent studies (Schwert, 1990; Barro, 1990; Cochrane, 1991; Morck et Al., 1990) reach similar conclusions. Chirinko (1993), however, uses firm level data in his analysis and finds support for Fischer and Merton (1984) and for earlier studies regarding the role of stock prices. A recent study, Aylward and Glen (2000), however, point out that all markets do not have the same predictive ability. Their study includes data on 23 countries, of which 15 are emerging market countries. The results prove stronger for the industrial countries compared to the emerging markets. However, their over all conclusion is that a 10% rise in stock prices is generally followed by GDP increases of 0.5 to 1.0 percent in the following year. 

Some recent studies, on the other hand, have cast doubt on the importance of stock prices as a leading indicator. Binswagner (2000) finds evidence that the strong relationship between stock prices and real economic activities in the U.S. has disappeared since the 1980s. Lamont (2000) find a significant and negative contemporaneous correlation between stock prices and investment. He suggests that the negative covariation can be explained by looking at lags between the time a decision to invest is made and the actual investment spending takes place. In a subsequent study, Binswanger (2004) extends analysis to other countries and finds evidence suggesting that similar breakdowns have occurred in the aggregate European economy as well as in Japan. He maintains that, since the 1980s, stock markets have not led real activity and that this conclusion holds even when he excludes the 1987 episode in world markets. Laopodis and Sawhney (2002), using cointegration and error correction models, argue that prior studies have looked at the stock prices mainly as leading indicators, and have not addressed the issue of causality. For the U.S. economy they concluded that contrary to conventional wisdom, it is Main Street that affects the Wall Street. In other words, it is the economic growth that determines stock prices in the U.S. and not the other way around. Most of these studies as noted above have generally focused on the relationship between stock markets and macroeconomic variables. Their major objective is searching for the predictive ability of stock prices. In case such a relationship exists, it would provide invaluable information in making macroeconomic forecasts. 

Stock prices have been found as better indicator of investment spending than either consumption or economic growth. However, only a few studies have attempted to explain the role of stock prices in predicting investment. As noted above, Fischer and Merton (1984) claim that compared to other financial variables, stock prices are the best indicator of fixed business investment. They further argue that the stock market is a reliable and forward looking asset market and therefore its behavior should give strong signals to managers regarding investment decisions. They strongly believe that managers simply need to follow stock market valuations in making decisions on investment spending. They contend that rising stock market valuations should encourage managers to undertake more investment so as to equate the marginal product of investment to the market rate of return. On the other hand, Blanchard et al., strongly disagree with Fischer and Merton’s hypothesis. In a detailed study, Blanchard et al. (1993) examine the role of fundamentals compared to stock market valuations for the U.S. economy. They construct a long time series data for fundamentals and compare their relative strength with that of stock market valuations. Their empirical findings suggest that fundamentals play a very important role in business decisions regarding investment. Stock market variations play only a minor role. Their quantitative estimates suggest that while one percent increase in market valuation increases investment spending by 0.45 percent, the same percent change in fundamentals increases investment by as much as two percent. Thus, since managers are primarily interested in the long run interest of shareholders in increasing value of the firm, they only need to consider fundamentals and do not need to consider stock market developments in investment decision making. Therefore, Blanchard et al. reject the hypothesis that managers should simply follow stock market valuations when making investment decisions.

III. Data and Methodology

Data

Data used in the present study is quarterly, spans the period 1987:01-2007:03 as data series were available after this date, immediately after the establishment of the Istanbul Stock Exchange (ISE) in 1986. The series were obtained from the IMF International Financial Statistics. Business investment (INV) is represented by Gross Fixed Capital Formation and stock prices (STK) were represented by ISE-National 100. Following the existing literature, series were transformed into natural logs to induce stationarity in the variance-covariance matrix (Chang et al, 2001). Tests in the present paper have been carried out in E-VIEWS 5.1, Stata 9 and Microfit 4.0.

Methodology

To examine the long-run relationship between stock prices and real business investment, the standard technique of co-integration is employed. In particular, Johansen (1988, 1991) and Johansen and Juselius (1990) bivariate cointegration tests are applied. This methodology is extensively discussed in the literature and therefore has not been discussed here. Please see the above references for details. To implement the Johansen test we first examine the time series properties of the said variables. The Augmented Dickey Fuller (ADF) tests to find out the order of integration of both the series. If these series are found to be of the same order of integration then we can apply the cointegration tests. 

The existence of cointegration relationships indicates that there are long-run relationships among the variables, and thereby Granger causality among them in at least one direction. The ECM was introduced by Sargan (1964), and later popularized by Engle and Granger (1987). It is used for correcting disequilibrium and testing for long and short run causality among cointegrated variables. The ECM used in this paper is specifed as follows:
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where 
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 is the difference operator, 
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 and 
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 are the numbers of lags, a and b are parameters to be estimated and, 
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 and 
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 are the error correction term, which is derived from the long run cointegration relationship. In each equation, change in the endogenous variable is caused not only by their lags, but also by the previous period’s disequilibrium in level. Given such a specification, the presence of short and long-run causality could be tested. In Equation 1, INV causes STK if either 
[image: image8.wmf]l

 is statistically significant (the long-run causality) or the all a are jointly significant (short-run causality). Similarly, in Equation 2, STK causes INV if either 
[image: image9.wmf]q

 is statistically significant (the long-run causality) or all b are jointly significant (short-run causality).

As a test of robustness, we also use the ARDL bounds testing procedure proposed by Pesaran et al (2001) to test for the existence of a linear long-run relationship between the series. The ARDL model takes into account a one-period lagged error correction term, which does not have restricted error corrections. Hence, the ARDL approach involves estimating the following Unrestricted Error Correction Model (UECM):
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where Δ is the difference operator, p  represents the lag structure, Yt and Xt are the underlying variables, and ε1t and ε2t are serially independent random errors with mean zero and finite covariance matrix. In Equation 3, where ΔYt is the dependent variable, the null hypothesis is H0: σ1Y = σ2Y = 0, i.e. there exists no long-run equilibrium relationship, and the alternative hypothesis is H1: σ1Y ≠ 0, σ2Y ≠ 0. Similarly, in Equation 4, where ΔXt is the dependent variable, the null hypothesis is H0: ω1Y = ω2Y = 0, i.e. there exists no long-run equilibrium relationship, and the alternative hypothesis is H1: ω1Y ≠ 0, ω2Y ≠ 0 (Pesaran et al. 2001). 

These hypotheses are tested using the F-test and t-test. Nevertheless, these tests have non-standard distributions that depend on the sample size, the inclusion of intercept and trend variable in the equation, and the number of regressors. Pesaran et al. (2001) discuss five cases with different restrictions on the trends and intercepts. The present analysis will consider three of these cases. The estimated ARDL test statistics are compared to two asymptotic critical values reported in Pesaran et al. (2001, pp. 300-304) rather than the conventional critical values. If the test statistic is above an upper critical value, the null hypothesis of no long-run relationship can be rejected regardless of the orders of integration of the underlying variables. The opposite is the case if the test statistic falls below a lower critical value. If the sample test statistic falls between these two bounds, the result is inconclusive. 
Groenewold and Tang (2007) suggest that Granger causality tests are applicable regardless of the orders of integration of the underlying variables if it has been established that there exists a long-run equilibrium relationship between the underlying series. However, in the presence of a long-run relationship, Granger causality test require the inclusion of a lagged error correction term within a vector error correction model (VECM) in order to capture the short-run deviations of the series from their long-run equilibrium relationship (Narayan and Smyth, 2004). Accordingly, Granger- causality analysis within the VECM involves estimating the following models:

[image: image12.wmf]t

t

t

q

t

p

t

ECT

X

L

Y

L

Y

1

1

1

12

11

0

)

(

)

(

m

d

y

y

a

+

+

D

+

D

+

=

D

-

                                                      (5)


[image: image13.wmf]t

t

t

q

t

p

t

ECT

Y

L

X

L

X

2

1

2

22

21

1

)

(

)

(

m

d

y

y

a

+

+

D

+

D

+

=

D

-

                                                    (6)

where 
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(See Narayan and Smyth, 2004, p.290).

In the above representations, L denotes the lag operator, which implies that (L)ΔZt = ΔZt-1. ECTt-1 denotes the one-period lagged error correction term, and μ1t and μ2t represent serially independent random errors with mean zero and finite covariance matrix (Narayan and Smyth, 2004). In Equation 5, ΔYt is regressed on its own lagged values and the lagged values of ΔXt, whereas the opposite is the case in Equation 6. In both equations, ECTt-1 captures the speed of adjustment of the variables in response to a deviation from their long-run equilibrium path. The significance of the differenced explanatory variables based on F-statistics indicates the existence of short-term causal effects, whereas, the significance of ECTt-1 based on t-statistics indicates the existence of a long-term relationship

IV. EmpIrIcal Results

Tests for UnIt Roots and Structural Breaks

Before testing whether the series are cointegrated, we investigated the order of integration of each series by means of the Augmented Dickey–Fuller (ADF) and Phillips–Perron (PP) unit root tests. Table 1 summarizes the results of the ADF unit root test. Perron (1989) argues that in the presence of structural break, the power of conventional unit root tests to reject the unit root hypothesis decreases. In our case, ADF statistics may be misleading since several series have been subject to structural breaks over the sample period. While the presence of a long run relationship between variables remains critical to valid estimation and inference, Pesaran et al 2001 suggest that ARDL remains valid regardless of the order of integration of the explanatory variables. The ARDL methodology thus has the advantage of not requiring a precise identification of the order of integration of the underlying data. The ARDL approach to cointegration does not require the pre-testing of the variables, included in the model, for unit root unlike other techniques such as the Johansen approach (Pesaran et al., 2001). However, in this paper we test for unit roots to eliminate the possibility of I(2) variables1. In the presence of such variables the computed F-statistics provided by Pesaran et al. (2001) are no more valid because they are based on the assumption that the variables are I(0) or I(1). Consequently, the implementation of unit root tests in the ARDL procedure is necessary to ensure that none of the variables is integrated of order 2 or beyond.
Table 1

ADF and PP Tests for Unit Root
	Statistics (Levels)
	INV
	Lag 
	STK
	Lag 
	Statistics 
(First Differences)
	INV
	Lag 
	STK
	Lag 

	(T (ADF)
	-2.93
	(4)
	-0.59
	(0)
	(T (ADF)
	-7.13*
	(6)
	-6.50*
	(1)

	(( (ADF)
	-1.11
	(7)
	1.43
	(0)
	(( (ADF)
	-7.15*
	(6)
	-6.75*
	(0)

	( (ADF)
	-0.84
	(7)
	2.33**
	(0)
	( (ADF)
	-7.15*
	(6)
	-6.52*
	(0)

	(T (PP)
	-14.56*
	(13)
	-0.50
	(6)
	(T (PP)
	-33.73*
	(12)
	-6.86*
	(14)

	(( (PP)
	-13.46*
	(14)
	1.82
	(9)
	(( (PP)
	-34.20*
	(12)
	-6.60*
	(8)

	( (PP)
	-7.89*
	(2)
	2.89*
	(9)
	( (PP)
	-34.50*
	(12)
	-6.49*
	(5)


Notes: (T represents the most general model with a drift and trend; (( is the model with a drift and without trend; ( is the most restricted model without a drift and trend. Numbers in brackets are lag lengths used in ADF test (as determined by AIC) to remove serial correlation in the residuals. When using PP test, numbers in brackets represent Newey-West Bandwith (as determined by Bartlett-Kernel). *, ** and *** denote rejection of the null hypothesis at the 1%, 5% and 10% levels respectively. 

As evident from the table, INV seems to be non-stationary in ADF test at level but the PP test suggests the opposite. A well-known weakness of the ADF and PP unit root test is their potential confusion of structural breaks in the series as evidence of non-stationarity. In other words, they may fail to reject the unit root hypothesis if the series have a structural break
. In other words, for the series that are found to be I(1), there may be a possibility that they are in fact stationary around the structural break(s), I(0), but are erroneously classified as I(1). Perron (1989) shows that failure to allow for an existing break leads to a bias that reduces the ability to reject a false unit root null hypothesis. To overcome this, the author proposes allowing for a known or exogenous structural break in the Augmented Dickey-Fuller (ADF) tests. Following this development, many authors, including Zivot and Andrews (1992) and Perron (1997), proposed determining the break point ‘endogenously’ from the data. However, Enders (2004) argues that Perron-Vogelsang (1992) unit root tests are more appropriate “if the date of the break is uncertain”. The Clemente-Montanes-Reyes (1998) unit root test allows for two structural breaks in the mean of the series. In these tests, the null hypothesis is that the series has a unit root with structural break(s) against the alternative hypothesis that they are stationary with break(s). The null hypothesis is rejected if the calculated t statistic is greater in absolute values than the critical value. The advantage of these tests is that they do not require an a priori knowledge of the structural break dates. Clemente-Montanes-Reyes unit root tests offer two models: (1) an additive outliers (AO) model, which captures a sudden change in the mean of a series; and (2) an innovational outliers (IO) model, which allows for a gradual shift in the mean of the series. In this thesis, both models will be used. Nonetheless, the AO model seems to be more appropriate for the variables as they all seem to have sudden structural changes rather than gradual shifts. According to Baum (2004), if the estimates of the Clemente-Montanes-Reyes unit root tests provide evidence of significant additive or innovational outliers in the time series, the results derived from ADF and PP tests are doubtful, as this is evidence that the model excluding structural breaks is misspecified. Therefore, in applying unit root tests in time series that exhibit structural breaks, only the results from the Clemente-Montanes-Reyes unit root tests are considered if the two structural breaks indicated by the respective tests are statistically significant at the 5% level. On the other hand, if the results of the Clemente-Montanes-Reyes unit root tests show no evidence of two significant breaks in the series, the results from the Perron–Vogelsang unit root tests are considered. If these tests show no evidence of a structural break, the ADF and PP tests can be considered. As evident from Table 2, the structural breaks suggested by Clemente-Montanes-Reyes unit root tests are significant at 5% level of significance.
Table 2 
Clemente-Montanes-Reyes Unit Root Tests with Two Structural Breaks
	
	Innovative Outliers
	Additive Outliers

	 
	t-stat
	TB1
	TB2
	Decision
	t-stat
	TB1
	TB2
	Decision

	STK
	-4.86
	1994:02*
	1996:03*
	I(1)
	-4.89
	2000:02*
	1997:01*
	I(1)

	INV
	-3.53
	1994:03*
	1997:02*
	I(1)
	-4.18
	1994:04*
	1997:01*
	I(1)


Notes: TB1 and TB2 denote the structural break dates suggested by the tests. * denotes rejection of the null hypothesis of a unit root at 5% level.  * also indicates that the structural break suggested by the respective test is significant at 5% level. Tests have been performed using Stata 9.
In light of the contradicting results of the two tests in case of INV, we opt for ARDL approach in addition to the traditional Johansen cointegration approach. In the case where the orders of integration of the underlying variables are not known with certainty, ARDL test will provide more reliable results.

Results of the Johansen CoIntegratIon Test
Table 3 shows the results of the Johansen conintegration tests. The likelihood ratio tests show that the null hypothesis of absence of cointegrating relation (r = 0) can be rejected at 5% level of significance, and that the null hypothesis of existence of at most one cointegrating relation (r ≤ 1) can not be rejected at 5% level of significance. Thus, we can conclude that STK and INV are cointegrated. That is, there is a long-run relationship between STK and INV for Turkey.

Table 3 
Results of Johansen’s Cointegration Test
	

	Null Hypothesis
	Alternative Hypothesis
	Trace Statistics 
	Critical Value (.05)

	r=0
	r=1
	18.222
	15.494

	r≤1
	r=2
	0.372
	3.841


Results of the ARDL bounds testIng procedure

In order to check the robustness of the results, we use the bounds testing procedure proposed by Pesaran, Shin and Smith (2001) to test for the existence of a linear longrun relationship The choice of this test  is based on the following considerations. The results of the ARDL estimation remains valid irrespective of the order of integration of the explanatory variables. The ARDL methodology thus has an advantage over co-integration techniques which require the underlying series to be both I(1). the bound test does not impose restrictive assumptions that all the variables under study must be integrated of the same order. Its asymptotic distribution for the Fstatistic is non-standard under the null hypothesis of no cointegration relationship between the examined variables, irrespective whether the explanatory variables are purely I(0) or I(1), or mutually cointegrated. One interesting feature of the ARDL model is that it takes into account the error correction term in its lagged period. The analysis of error corrections and autoregressive lags fully covers both the long-run and short-run relationships of the variables tested. As the error correction term in the ARDL does not have restricted error corrections, the ARDL is an Unrestricted Error Correction Model.
Table 4 reports the critical bounds reported in Pesaran et al. (2001) for the case where the number of regressors in the ARDL models (k) is 2. In the table, Fη denotes the critical F-statistic of the model with unrestricted intercept and no trend; Fθ denotes the critical F-statistic of the model with unrestricted intercept and restricted trend; and Fπ denotes the critical F-statistic of the model with unrestricted intercept and trend. On the other hand, tη denotes the critical t-statistic of the model with unrestricted intercept and no trend and tπ represent the critical t-statistics of the model with unrestricted intercept and trend. 
Table 4
Critical Values for ARDL Modeling Approach
	
	0.10
	0.05
	0.01

	k=2
	I(0)
	I(1)
	I(0)
	I(1)
	I(0)
	I(1)

	FIV
	3.38
	4.02
	3.88
	4.61
	4.99
	5.85

	FV
	4.19
	5.06
	4.87
	5.85
	6.34
	7.52

	FIII
	3.17
	4.14
	3.79
	4.85
	5.15
	6.36

	tV
	-3.13
	-3.63
	-3.41
	-3.95
	-3.96
	-4.53

	tIII
	-2.57
	-3.21
	-2.86
	-3.53
	-3.43
	-4.10


Source: Pesaran et al. (2001): pp. 300-301 for F-statistics and pp. 303-304 for t ratios.

Note: k is the number of regressors for dependent variable in ARDL models, FIV represents the F statistic of the model with unrestricted intercept and restricted trend, FV represents the F statistic of the model with unrestricted intercept and trend, and FIII represents the F statistic of the model with unrestricted intercept and no trend. tV and tIII are the t ratios for testing σ1Y = 0 and ϖ1Y = 0 respectively with and without deterministic linear trend.
The results of Equation 3 and Equation 4 for each of the hypothesized relationships are reported in Table 5. The representation of the tested hypotheses on the table is such that FSTK (STK|INV) denotes the null hypothesis H0: σ1STK = σ2STK = 0, where INV is a long-run forcing variable for STK, whereas, FINV (INV|STK) represents the opposite case where the null hypothesis is H0: ω1INV = ω 2INV = 0, i.e. STK is a long-run forcing variable for INV. In each case, the optimum lag length (p) selection is based on minimizing Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) (See Atkins and Serletis, 2003). The models are estimated through ordinary least squares regression (OLS).
Table 5
Bounds Test for Cointegration
	
	With Deterministic

Trends
	
	Without Deterministic Trend
	Conclusion

	       Variables
	FIV
	FV
	tV
	
	FIII
	tIII
	Ho

	       FSTK    (STK/INV) 
	2.80a
	2.55a
	-1.16a
	
	2.32a
	0.60a
	Accept

	       FINV    (INV/STK)
	38.58c
	 31.80c
	-11.03c
	
	38.66c
	-11.11c
	Reject

	Diagnosic tests

	Model
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	FIV
	13.689
	2.514
	1.236
	0.030
	

	FV
	25.123
	0.643
	2.716
	0.339
	

	FIII
	9.106
	0.918
	1.413
	2.052
	

	tV
	24.086
	0.926
	3.365
	0.421
	

	tIII
	18.943
	1.708
	0.175
	2.272
	


Note: Akaike Information Criterion (AIC) and Schwartz Criteria (SC) were used to select the number of lags required in the co-integration test. Both gave the same level of lag order, VAR= 1. 
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 are, respectively, Lagrange multiplier statistics for tests of residual serial correlation, Ramsey's RESET test using the square of the fitted values for functional form, normality based on a test of skewness and kurtosis of residuals, and heteroscedasticity based on the regression of squared residuals on squared fitted values. * denotes significance at 5% level. Tests have been carried out using Microfit 4.0.  
Results of the Error Correction Model

Results presented so far suggest the rejection of the null hypothesis of no long-run relationship between STK and INV. Next, the error correction modeling (ECM) is employed to investigate both short-run and long-run causality. In the ECM, first difference of each endogenous variable (STK and INV) was regressed on a period lag of the cointegrating equation and lagged first differences of all the endogenous variables in the system, as shown in Equation 1 and Equation 2. AIC, SBC and Likelihood Ratio (LR) information criteria are utilized to select the optimum lag length of Vector Autoregressive (VAR). Since the objective is to select the optimal order for the VAR, it is important that at this stage we select high enough order to ensure that the optimal order will not exceed it. Four VAR (p), p=0, 1, 2, 3 models have been estimated. However, AIC and SBC criteria implied that the max order is 2 for INV and max order is 1 for STK. The results of error correction model are presented in Table 6
Table 6 
Results of Vector Error Correction Model
	

	Dependent variable
	Lag Length 
	F-Staticits
	t-stats for ECM

	ΔSTK 
	m=1, n=1
	0.671688
	-0.98231

	ΔINV
	m=2, n=2
	17.3141*
	-2.9638***

	Note: *** represent 1 percent level of significance


According to results of the Table 6, short-run causality is found to run from STK to INV and no reverse short-run causality exits. That is, there is unidirectional short-run Granger-causality from STK to INV. The coefficient of the ECM is found to be insignificant in Equation 1 and significant in Equation 2, which indicates that there exists unidirectional Granger causality between INV and STK  in long run where causality runs from  STK to INV.
Conclusion

This paper attempted to examine the relationship between business investment spending and stock prices in Turkey. The study uses data on stock prices since the inception of the Istanbul Stock Exchange in 1986. It is to be noted that while there is a plethora of existing studies that investigate the stock market behaviour as a forecaster of macroeconomic variables, very few studies exist that specifically examine the relation between stock market and investment decision making. This study fills in this gap and contributes to the literature looking at the case of an emerging economy.

The results of this study suggest that there is a unidirectional causality running form stock prices to investment spending. Stock prices cause investments but the reverse is not true in    the Turkish economy. Hence, our findings fail to lend support in favour of the hypothesis put forward by Blanchard et al. (1993) that fundamentals play a major role in business investment decisions in Turkey and lends support to the hypothesis suggested by Fischer and Merton (1984).Business investment decision makers can benefit by including stock market developments in their decision making regarding investment plans.
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Burza i ulaganja u TURSKOJ:

DOKAZI IZ kointegracije i uzročnosti TESTIRANJA

ABSTRACT

Cilj ovog rada je istražiti uzročno djelovanje poslovnih ulaganja u dionice u Turskoj za razdoblje nakon liberalizacije kapitalnih tokova (1987:01-2006:03). Prema rezultatima kointegracije testova i modela ispravljanja pogrešaka (ECM) uzročnost je pronađena da se kreće od dionica i vraća na poslovna ulaganja, a ne obrnuto.
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� Perron (1989) argues that the power to reject unit root decreases when the stationary alternative is true and a structural break is ignored.
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