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Abstract. If X= {Xn, pnm, N} is a usual inverse system with
confluent (monotone) bonding mappings, then the projections are confluent
(monotone). This is not true for approximate inverse system as shows
Example 1.2. The main purpose of this paper is to show that the property
of Kelley (smoothness) of the spaces Xn is a sufficient condition for the
confluence (monotonicity) of the projections (Theorems 1.16 and 2.10).

1. Confluent bonding mappings

In this paper we shall consider the approximate inverse systems in the
sense of S. Mardešić [10]. The basic definition and facts are given in Appendix.

A mapping f : X → Y is confluent provided every component of the in-
verse image f−1(C) of a continuum C ⊆ Y is mapped onto C. Each monotone
mapping is confluent.

Lemma 1.1. [4, Corollary 4.]. Let X= {Xa, pab, A} be an inverse system
of continua and confluent bonding mappings. Then the projections pa, a ∈ A,
are confluent.

This is not true if X= {Xn, pnm,N} is an approximate inverse sequence
as shows the following example.

Example 1.2. There exists an approximate inverse sequence X= {Xn,
pnm, 0 ≤ n ≤ m < ∞} such that the bonding mappings pnm are confluent
(monotone) but the projection p0 is not confluent (monotone).
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Continuum X. Let R2 be the Euclidean plane endowed with the ordinary
rectangular coordinate system Oxy. We define the continuum X as the union
of the subsets K, I1, I2, ..., In, ..., I∞ such that

K = {(1, y) : 1 ≤ y ≤ 3/2},
I1 = {(x, 0) : −1 ≤ x ≤ 1},

In = {(x, y) : −1 ≤ x ≤ 0, y = (1− 1
n )(x+1)}⋃{(x, y) : 0 ≤ x ≤ 1, y = 1− 1

n},
and

I∞ = {(x, y) : −1 ≤ x ≤ 0, y = x+ 1}
⋃
{(x, y) : 0 ≤ x ≤ 1, y = 1}.

The next picture shows approximately the continuum X .
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Continuum X

Now we define a collection {Hn : n ∈ N} of homeomorphismsHn : X → X
by

Hn((x, y)) =





(x, (1− 1
m−1)(x + 1)), (x, y) = (x, (1− 1

m )(x+ 1)),

−1 ≤ x ≤ 0, 1 < m ≤ n,
(x, 1− 1

m−1 ), (x, y) = (x, 1− 1
m), 0 ≤ x ≤ 1,

1 < m ≤ n,
(x, y), (x, y) ∈ Im,m > n,

(2(1− 1
n )x, 1− 1

n ), (x, y) ∈ I1, 0 ≤ x ≤ 1
2 ,

( 1
n (2x− 2) + 1, 1− 1

n ), (x, y) ∈ I1, 1
2 ≤ x ≤ 1,

(x, y), (x, y) ∈ K.
The approximate sequence X consists of the following:

1. The spaces X0, X1, ..., Xn, ... are homeomorphic to X .
2. The bonding mapping pnm : Xm → Xn is defined by pnm((x, y)) =

(x, y) for each n,m ≥ 1.
3. Let n ≥ 1. The mapping p0n is defined by p0n((x, y)) = Hn(x, y).
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X = {Xn, pnm, 0 ≤ n ≤ m <∞} is an approximate inverse sequence.

The limit of the sequence X is the continuumX . This follows from the fact
that the sequence X has the subsequence {Xn, pnm, 1 ≤ n ≤ m < ∞} which
is a usual inverse sequence with limit homeomorphic to X . Now, applying [11,
Theorem (1.19)] we conclude that lim X is homeomorphic to X . We denote
its segments by I∞1 , ..., I∞n , ..., I∞∞ .

The bonding mappings are onto and monotone. Moreover, pnm : Xm →
Xn are homeomorphisms for each m,n ≥ 0.

The projection p0 : lim X → X0 is onto but not monotone. Let x be
any point of lim X = X . It is clear that, for n ≥ 1, we have the subnet
(pn(x) : n ≥ 1) such that pnmpm(x) = pn(x),m ≥ n. If x 6∈ I∞1 \ {(−1, 0)},
then p0(pk(x)) = p0(pm(x)) for all k,m. Thus, if x = (x1, y1), then p0(x) =
(x1, y

′
1), where y′1 = y1 for (x1, y1) ∈ I∞, and (x1, y

′
1) ∈ Im−1 for (x1, y1) ∈

Im, 1 < m <∞. For the points of I∞1 \ {(−1, 0)} we have the following cases.

1) Let x be a point of the form (x1, 0),−1 < x1 ≤ 0. Then pn(x1, 0) =
(x1, 0) and p0n(pn(x1, 0)) = p0n(x1, 0) = (x1, (1 − 1

n )(x1 + 1)). The

sequence {(x1, (1− 1
n )(x1 +1)) : n ∈ N} converges to the point (x1, x1+

1). This means that p−1
0 (x1, x1 + 1) contains x. On the other hand,

p−1
0 (x1, x1 + 1) contains the point (x1, x1 + 1) ∈ lim X.

2) If x is a point of the form (x1, 0), 0 < x1 ≤ 1/2, then pn(x1, 0) = (x1, 0)
and p0n(pn(x1, 0)) = p0n(x1, 0) = (2(1 − 1

n )x1, 1 − 1
n ). The sequence

{(2(1− 1
n )x1, 1− 1

n ) : n ∈ N} converges to the point (2x1, 1, 0). This

means that p−1
0 (2x1, 1) contains x. On the other hand, p−1

0 (2x1, 1)
contains the point (2x1, 1) ∈ lim X.

3) Finally, let x = (x1, 0), 1/2 ≤ x1 ≤ 1. Then p0n(pn(x1, 0)) =
p0n(x1, 0) = ( 1

n (2x−2)+1, 1− 1
n ) . The sequence {( 1

n (2x−2)+1, 1− 1
n ) :

n ∈ N} converges to the point (1, 1). We conclude that p−1
0 (1, 1) con-

tains the whole segment {(x, 0) : 1/2 ≤ x ≤ 1} and the point (1, 1).
Thus, p−1

0 (1, 1) is not connected and p0 is not monotone.
The projection p0 : lim X→ X0 is not confluent. Namely, we have

p−1
0 (K) = {(1, y) : 1 ≤ y ≤ 3/2}⋃{(x, 0) : 1/2 ≤ x ≤ 1}. We infer

that p−1
0 (K) has two components Q = {(1, y) : 1 ≤ y ≤ 3/2} = K and

R = {(x, 0) : 1/2 ≤ x ≤ 1}. It is clear that p0(Q) = K. On the other
hand p0(R) = {(1, 1)} 6= K since R ⊆ p−1

0 (1, 1). Hence, the projection
p0 is not confluent.

In the sequel we shall show that the property of Kelley is a sufficient
condition for the confluence of the projections.

Definition 1.3. A metric continuum X is said to have the property of
Kelley [13, p. 538 ] provided that given any ε > 0 there exists δ = δ(ε) > 0 such
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that if a, b ∈ X, d(a, b) < δ and a ∈ A ∈ C(X), then there exists B ∈ C(X)
such that b ∈ B and H(A,B) < ε.

Let us recall that H is the Hausdorff metric on 2X [13, p. 1] which in-
duces the Hausdorff metric topology for 2X . The Vietoris topology for 2X is
explained on p. 59. In the sequel we shall use the following theorem.

Theorem 1.4. [13, Theorem (0.13)]. The Vietoris topology for 2X and
the Hausdorff metric topology for 2X are the same.

Remark 1.5. Each locally connected metric continuum has the property
of Kelley [13, Example (6.11), p. 538].

Lemma 1.6. The continuum X in Example 1.2 does not have the property
of Kelley.

Proof. Consider the continuum A = K and the point x = (1, 1). Let
V = 〈V1, V2〉 be a neighborhood of A (in C(X)), where: V1 = {(x, y) : 0.9 <
x < 1.1, 1/100 < y < 1.1}⋂X, V2 = K \ {x}. Take any neighborhood U
of x and any point y ∈ U

⋂
V1. Each subcontinuum B of X containing y

which intersects V1 and V2 must contains the point (−1, 0). It is clear that
B 6⊆ V1

⋃
V2. Hence, B 6∈ 〈V1, V2〉 = V . Thus, X does not have the property

of Kelley. Let us observe that X is not locally connected at any point of the
set {(x, 1) : 0 ≤ x ≤ 1}.

Remark 1.7. Let us observe that the continuum X is a dendroid, i.e.,
an arcwise connected and hereditarily unicoherent continuum. By virtue of
[5] it follows that if a dendroid has the property of Kelley, then it is smooth
and, consequently, locally connected. It is clear that the continuum X is not
locally connected. We infer that X does not have the property of Kelley.

Definition 1.8. Let X be a continuum. For each a ∈ X, let αX(a) =
{A ∈ C(X), a ∈ A}.

If X is a metric continuum, then αX(a) is a continuum of C(X) [15, p. 292].
Moreover, αX (a) is arcwise connected. This means that αX(a) ∈ C(X) and
we have the mapping αX : X → C 2(X).

Theorem 1.9. [15, Theorem 2.2]. The mapping αX : X → C 2(X) is
continuous if and only if X has the property of Kelley.

Theorem 1.10. [15, Theorem 4.3]. Let f : X → Y be a confluent map-
ping. If X has the property of Kelley, then Y has the property of Kelley.

Corollary 1.11. Let f : X → Y be a monotone mapping. If X has the
property of Kelley, then Y has the property of Kelley.
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In the sequel we shall frequently consider the diagram

(1.1)

X
f−→ Yy αX

y αY

C2(X)
c2(f)−→ C2(Y )

The diagram (1.1) commutes if and only if

f(αX(x)) = αY (f(x)).

From the continuity of f it follows the following relation.

{c(f)(A) : A ∈ αX(x)} ⊆ {B : B ∈ αY (f(x))}.
Lemma 1.12. Diagram (1.1) commutes if and only if, for every B ∈

αY (f(x)), there exists A ∈ αX(x) such that c(f)(A) = B.

Lemma 1.13. [15, Theorem 4.2]. Diagram (1.1) commutes if and only if
f : X → Y is a confluent mapping.

Theorem 1.14. [3, Theorem 2.]. Let X = {Xn, pnm,N} be a usual inverse
sequence of continua and confluent bonding mappings pnm. If each Xn has
the property of Kelley, then X = lim X has the property of Kelley.

We first establish the following theorem.

Theorem 1.15. Let X = {Xn, pnm,N} be an approximate inverse se-
quence of continua and confluent projections pn : lim X → Xn. If each Xn

has the property of Kelley, then X = lim X has the property of Kelley.

Proof. By virtue of [8, Corollary 2.11] X = lim X is a continuum. Let
x be any point of X and K any subcontinuum of X such that x ∈ K. Let
U be a sufficiently small basis neighborhood of x and let V = 〈V1, V2, ..., Vn〉
be any basis neighborhood of K in C(X). It remains to prove that for each
point y ∈ U there exists a continuum L such that y ∈ L and L ⊂ V ∈ C(X).
The proof is broken into several steps.

Step 1. There exists a n ∈ N and an open set Un containing pn(x) = xn

such that x ∈ p−1
n (Un) ⊂ U . This follows from the definition of the basis of

X (Lemma 3.3).
Step 2. For the neighborhood V = 〈V1, V2, ..., Vn〉 of K (in C(X)) there

exists a n ∈ N such that for each m ∈ N,m ≥ n, there exist open subsets
V1(m), ..., Vn(m) of Xm such that V (m) = 〈V1(m), ..., Vn(m)〉 is an open set
in C(Xm) containing pm(K) and p−1

m (V (m)) ⊆ V1

⋃
...Vn. This follows from

Lemma 3.4 of Appendix.
Step 3. The space X = limX has the property of Kelley. By virtue of

Steps 1 - 2 one can obtain a m ∈ N and open sets Um, Vi(m), i = 1, ..., n, such
that x ∈ p−1

m (Um) ⊂ U and K ⊂ ∪{p−1
m (Vi(m)) : i = 1, ..., n} = V . If y is any
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point of p−1
m (Um) then pm(y) is in Um. There exists a subcontinuum Km of

Xm such that pm(y) is in Km and Km ⊂ ∪{Vi(m) : i = 1, ..., n} since Xm has
the property of Kelley. Let Q be any component of p−1

m (Km). By Theorem
1.1 it follows pm(Q) = Km. Let us prove that Q ∈ V (in C(X)). Suppose that
Q 6∈ V (in C(X)). Then there exists p−1

m (Vi(m)) in {p−1
m (Vi(m)) : i = 1, ..., n}

such that p−1
m (Vi(m))

⋂
Q = ∅. Hence Vi(m)

⋂
pm(Q) = ∅. This is impossible

since pm(Q) = Km and Km ⊂ ∪{Vi(m) : i = 1, ..., n}.
Now we shall prove the main theorem of this paper.

Theorem 1.16. Let X = {Xn, pnm,N} be an approximate inverse se-
quence of continua and confluent bonding mappings. If each Xn has the prop-
erty of Kelley, then X = lim X has the property of Kelley. Moreover, each
projection pn : X → Xn is confluent.

Proof. By virtue of [2, Proposition 8] there exist: a) a cofinal subset
M = {mi, i ∈ N} of N , b) a usual inverse sequence Y = {Yi, qij ,M} such
that Yi = Xmi

and qij = pmimi+1pmi+1mi+2 ...pmj−1mj
for each i, j ∈ N , c) a

homeomorphism H : lim X→ lim Y. Using Theorem 1.14 we infer that Y has
the property of Kelley since each qij is confluent. This means that X has the
property of Kelley since there exists a homeomorphism H : lim X→ limY.

Let us prove that the projections pa, a ∈ A, are confluent. Let αn :
Xn → C2(Xn), n ∈ N, be the mapping αXn

: Xn → C2(Xn), n ∈ N. The
collection C2X = {C2(Xn), c2(pnm),N} is an approximate inverse sequence
(see Appendix, p. 59 ). The collection {αn : n ∈ N} is a mapping between
inverse systems X = {Xn, pnm,N} and C2(X) = {C2(Xn), c2(pnm),N} as
shows the following diagram.

(1.2)

Xn
pnm←− Xm ←− ... lim X

↓ αn ↓ αm ... ↓ limαn = α

C2(Xn)
c2(pnm)←− C2(Xm) ←− ... limC2(X)

The limit mapping α = limαn : limX → limC2(X) is continuous since
each αn is continuous (Theorem 1.9). It remains to prove that the following
diagram commutes, where g and c(h) are homeomorphisms described on pp.
59 - 60.
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Let us prove the relation

(1.3) α = g ◦ c(h) ◦ αX .

Let x be any point of X . Then αX (x) is a point of C 2(X). This means that
K = c(h)(αX (x)) is a continuum of C(limCX). On the other hand, α(x)
is a thread in C 2(X). This means that L = g−1(α(x)) is a continuum in
C(limC(X)) such that c(pn)(L) = αn(x) ⊆ C(Xn), n ∈ N. Let us prove that
K = L.

K ⊆ L. Each element M of K is a continuum of X which induces the thread
{c(pn)(M) : n ∈ N} in C(X) such that c(pn)(M) ∈ αn(x). We infer that this
thread induces an element of g−1(α(x)) = L.

K ⊇ L. Conversely, if M ∈ L = g−1(α(x)), then c(pn)(M) ∈ αn(x) for each
n ∈ N. We have the thread which induces a continuum N containing x ∈ X .
This means that N ∈ K. Finally, we have K = L.

From diagram (1.2) it follows, that for each n ∈ N, the diagram

(1.4)

Xn
pn←− lim X

↓ αn ↓ limαn = α

C2(Xn)
c2(pn)←− limC2(X)

commutes. The commutativity of this diagram and the relation (1.3) imply
that the diagram

(1.5)

Xn
pn←− lim X

↓ αn ↓ αX

C2(Xn)
c2(pn)←− C2(lim X)

commutes. By Lemma 1.13, we infer that pn is confluent.

Theorem 1.17. Let X = {Xn, pnm,N} be an approximate inverse se-
quence of dendrites Xn and confluent bonding mappings pmn. Then X =
lim X is a dendrite if and only if it is arcwise connected.

Proof. Each dendrite Xn is locally connected and hereditarily unicoher-
ent [16, p. 88]. We infer that X is a continuum [8, Corollary 2.11]. Moreover,
X is hereditarily unicoherent [8, Corollary 4.3]. By virtue of Remark 1.5 and
Theorem 1.16 X has the property of Kelley. If X is arcwise connected, then
X is a dendroid. By virtue of [5] it follows that if a dendroid (see Remark
1.7) has the property of Kelley, then it is smooth and, consequently, locally
connected. We infer that X is locally connected and hereditarily unicoherent.
Thus, X is a dendrite [16, p. 88]. Conversely, if X is a dendrite, then X is
arcwise connected [16, p. 89].

A mapping f : X → Y is said to be weakly confluent [13, p. 22] provided,
for every subcontinuum K of Y , there exists a component A of f−1(K) such
that f(A) = K. Each confluent mapping is weakly confluent.
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Theorem 1.18. [13, Theorem 0.49.1]. Let f : X → Y be a surjective
mapping. Then the mapping c(f) : C(X)→ C(Y ) is a surjection if and only
if f is weakly confluent.

Theorem 1.19. Let X = {Xa, pab, A} be an approximate inverse system
of continua and weakly confluent bonding mappings. Then the projections
pa : lim X→ Xa, a ∈ A, are weakly confluent.

Proof. Consider the inverse system C(X) = {C(Xa), c(pab), A}. The
bonding mappings c(pab) are surjective since pab are weakly confluent. By
virtue of [11, Corollary 4.5], it follows that the projections c(pa) are surjective.
This means that pa are weakly confluent.

2. Monotone bonding mappings

A continuous mapping f : X → Y is said to be monotone relative to a
point p ∈ X if for each subcontinuum Q of Y such that f(p) ∈ Q the inverse
image f−1(Q) is connected [3, p. 184].

Theorem 2.1. [4, Theorem 1.]. Let X = {Xλ, fλµ,Λ} be an inverse
system with limit X. If there exists a thread p = {pλ} such that, for each
λ ∈ Λ with α ≤ λ, the bonding mapping fαλ is monotone relative to pλ, then
the projection πα is monotone relative to p.

Remark 2.2. Theorem 2.1 is not true if X is an approximate inverse se-
quence as shows Example 1.2. In the sequel we shall prove that smoothness of
the spaces Xn is a sufficient condition for the monotonicity of the projections.

We say that a metric continuum X is smooth at the point p ∈ X [9,
p. 81] if for each convergent sequence x1, x2,. . . of points of X and for each
subcontinuum K of X such that p, x ∈ K, where x = limn→∞ xn, there exists
a sequence K1,K2,. . . of subcontinua of X such that p, xn ∈ Kn for each
n = 1, 2, . . . , and Limn→∞Kn = K.

Theorem 2.3. [9, Theorem (3.1)]. Let p be an arbitrary point of a con-
tinuum X.The following statements are equivalent:

(i) X is smooth at p,
(ii) for each open set G such that p ∈ G, the set C(G, p) = {x ∈ X, there

exists a continuum K ⊆ G such that x, p ∈ K} is open,
(iii) for each subcontinuum N of X such that p ∈ N and for each open

set V which contains N , there exists an open connected set U such that N ⊆
U ⊆ V ,

(iv) for each subcontinuum N of X such that p ∈ N and for each open
set V which contains N there exists a continuum K such that N ⊆ IntK ⊆
K ⊆ V .

A continuum X is locally connected at the point p if X is smooth at the
point p.
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Lemma 2.4. [9, Corollary (3.4)]. A continuum X is locally connected if
and only if it is smooth at each of its points.

Remark 2.5. The continuum X in Example 1.2 is smooth at no point
p ∈ I∞ \ {−1, 0} because it is not locally connected at p ∈ I∞ \ {−1, 0}.

The proof of the following theorem is similar to the proof of Theorem
1.15.

Theorem 2.6. Let X = {Xn, pnm,N} be an approximate inverse sequence
of continua and monotone projections pn : lim X→ Xn. If each Xn is smooth,
then X = lim X is smooth.

Proof. A straightforward modification of the proof of Theorem 1.15
using (iv) of Theorem 2.3 instead of the definition of the property of Kelley.

Let p be a fixed point of a continuum X . For each point x ∈ X consider the
family {K : K ∈ C(X), p, x ∈ K} of all subcontinua K of X containing both
p and x [3, p. 185]. We define F [X, p](x) = {K : K ∈ C(X), p, x ∈ K}.
For each x ∈ X,F [X, p](x) is compact and it is an arcwise connected subset
of C(X), i.e., F [X, p](x) is an element of C 2(X) [3, p. 185]. Thus, we have a
mapping F [X, p] : X → C 2(X).

Lemma 2.7. [3, Proposition 2.]. The mapping F [X, p] is continuous if
and only if the continuum X is smooth at the point p.

Lemma 2.8. [3, Proposition 3.]. Let a continuous surjection f : X → Y
and points p ∈ X and q ∈ Y with q = f(p) be given. If F1 = F [X, p] and
F2 = F [Y, q], then the diagram

X
f−→ Yy F1

y F2

C2(X)
c2(f)−→ C2(Y )

commutes if and only if f is monotone relative to p.

The following theorem for usual inverse sequences was proved in the paper
[3].

Theorem 2.9. [3, Theorem 1.]. Let {X i, f i}∞i=1 be an inverse sequence
such that for each i = 1, 2, . . . (a) the continuum X i is smooth at a point
pi; (b)f i(pi+1) = pi; (c)f i is monotone relative to pi+1.Then the inverse limit
continuum X = lim{X i, f i} is smooth at the thread p = {pi}∞i=1.

An approximate version of Theorem 2.9 is the following theorem.
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Theorem 2.10. Let X = {Xn, fmn,N} be an inverse sequence such that
for each n ∈ N :

1. The continuum Xn is smooth at a point pn;
2. p = (pn : n ∈ N) is an approximate thread;
3. fmn is monotone relative to pm.

Then the approximate inverse limit X = lim X is smooth at the thread p.
Moreover, the projections pm,m ∈ N, are monotone at pm.

Proof. The proof of the theorem is a straightforward modification of the
proof of Theorem 1.16. In order to prove the theorem it is enough to replace
in the proof of Theorem 1.16 the mapping αn by F [Xn, pn], for n = 1, 2, . . .
and use Lemmas 2.7 and 2.8 instead of Theorem 1.9 and Lemma 1.13.

3. Appendix

In this Appendix we give some basic definitions and facts concerning
approximate inverse systems in the sense of S. Mardešić [10]. Cov(X) is the
set of all normal coverings of a topological space X . For other details see [1].
If U ,V ∈ Cov(X) and V refines U , we write V < U . If f, g : Y → X are
U-near mappings, i.e. for any y ∈ Y there exists a U ∈ U with f(y), g(y) ∈ U ,
we write (f, g) < U .

Definition 3.1. An approximate inverse system is a collection X =
{Xa, pab, A}, where (A,≤) is a directed preordered set, Xa, a ∈ A, is a topo-
logical space and pab : Xb → Xa, a ≤ b, are mappings such that paa = id and
the following condition (A2) is satisfied:

(A2) For each a ∈ A and each normal cover U ∈ Cov(Xa) there is an index
b ≥ a such that (pacpcd, pad) < U , whenever a ≤ b ≤ c ≤ d.

An approximate map [11] p = {pa : a ∈ A} : X → X into an approximate
system X= {Xa, pab, A} is a collection of maps pa : X → Xa, a ∈ A, such
that the following condition holds
(AS) For any a ∈ A and any U ∈ Cov(Xa) there is b ≥ a such that
(pacpc, pa) < U , for each c ≥ b.

Let X = {Xa, pab, A} be an approximate inverse system and let p ={pa :
a ∈ A} : X → X be an approximate map. We say that p is a limit of
Xprovided it has the following universal property:
(UL) For any approximate map q= {qa : a ∈ A} : Y → X of a space Y there
exists a unique map g : Y → X such that pag = qa.

Let X = {Xa, pab, A} be an approximate system. A point x = (xa) ∈∏{Xa : a ∈ A} is called a thread of Xprovided it satisfies the following
condition:
(L) (∀a ∈ A)(∀U ∈ Cov(Xa))(∃b ≥ a)(∀c ≥ b)pac(xc) ∈ st(xa,U).

If Xa is a T3.5-space, then the sets st(xa,U),U ∈ Cov(Xa), form a basis
of the topology at the point xa. Therefore, for an approximate system of



APPROXIMATE SYSTEMS ... 59

Tychonoff spaces condition (L) is equivalent to the following condition:
(L)∗ (∀a ∈ A) lim{pac(xc) : c ≥ a} = xa.

The existence of the limit of any approximate system was proved in [11,
(1.14) Theorem].

Theorem 3.2. Let X = {Xa, pab, A} be an approximate system. Let
X ⊆ Π{Xa : a ∈ A} be the set of all threads of Xand let pa : X → Xa be
the restriction pa = πa|X of the projection πa : ΠXa → Xa, a ∈ A. Then
p= {pa : a ∈ A} : X → X is a limit of X.

We call this limit the canonical limit of X = {Xa, pab, A} . In the sequel
limit means the canonical limit.

Lemma 3.3. [12, (2.13) Lemma]. Let X = {Xa, pab, A} be an approximate

system of Tychonoff spaces, let X be the canonical limit of Xand let B ⊆ A
be a cofinal subset of A. Then the collection B of all sets of the form p−1

b (Ub),
where b ∈ B and Vb ⊆ Xb is open, is a basis of the topology for X .

Let X = {Xa, pab, A} be an approximate inverse system of compact
spaces. The collection {pa : lim X → Xa, a ∈ A} is an approximate map
[11, Definition 1.9]. Moreover, this collection is a resolution and a limit of
X[11, Definition 1.10, Theorem 1.14, Theorem 4.2].

For any topological space X the set of all closed subsets of X is de-
noted by 2X . The Vietoris topology on 2X is the topology with a base〈
U1, U2, . . . , Un

〉
=
{
F : F ∈ 2X , F ⊂ ⋃n

i=1 Ui , F
⋂
Ui 6= ∅, i = 1, . . . , n

}

where U1, . . . , Un are open subsets of X [6, p. 162]. If f : X → Y is a continu-
ous mapping, then we define a mapping 2f : 2X → 2Y by 2f (F ) = ClY (f(F )),
F ∈ 2X . If X is compact, then 2f (F ) = f(F ), F ∈ 2X . For a contin-
uum X , C(X) will denote the subspace of 2X of all subcontinua of X . If
f : X → Y is a continuous mapping, then c(f) will denote the restriction
2f |C(X) : C(X) → C(Y ). Similarly, C 2(X) will denote C(C(X)) and c 2(f)
will denote c(c(f)) for a mapping f : X → Y .

If X = {Xa, pab, A} is an approximate system of compact spaces, then
C(X) = {C(Xa), c(pab), A} is an approximate inverse system [14, Lemma
9.4]. Moreover, if p= {pa : a ∈ A} : X → X is an approximate map, then
so is c(p) = {c(pa) : a ∈ A} : C(X) → C(X) [14, Lemma 9.5]. This means
that the collection {c(p) = {c(pa) : a ∈ A} is an approximate resolution [14,
Lemma 9.9] and a limit [11, Theorem 4.2]. Hence, we have a homeomorphism
h : C(lim X)→ limC(X) defined by

h(K) = {c(pa)(K) : a ∈ A},
where K is a subcontinuum of X = lim X, c(pa)(K) = pa(K) and {c(pa)(K) :
a ∈ A} is a thread in C(X). From this and Lemma 3.3 it follows the following
lemma.
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Lemma 3.4. Let X = {Xa, pab, A} be an approximate inverse system
with limit X and let K be a subcontinuum of X. For each neighborhood
U = 〈U1, . . . , Un〉 of K in C(X) there exists an a ∈ A and an open set
Ua ⊇ pa(K) in C(Xa) such that Ua = 〈Ua1 , . . . , Uan

〉 and p−1
a (Ua) ⊆ U in

C(X).

The homeomorphism h : C(lim X) → limC(X) induces the homeo-
morphism c(h) : C(C(lim X)) → C(limC(X)), i.e. the homeomorphism
c(h) : C 2(lim X)→ C(limC(X)).

Similarly, from the fact that the collection {c(pa) : a ∈ A} is an approxi-
mate resolution of the approximate inverse system C(X) = {C(Xa), c(pab), A}
it follows that there exists a homeomorphism g : C(limC(X))→ limC(C(X))
= limC 2(X) defined by

g(K) = {c 2(pa)(K) : a ∈ A},
where K is a subcontinuum of C(limC(X)) and {c 2(pa)(K) : a ∈ A} is a
thread in C 2(X).
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