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ON THE MULTIDIMENSIONAL SAMPLING THEOREM

Tibor K. Pogány and Predrag M. Peruničić

University of Rijeka, Croatia and University of Belgrade, Yugoslavia

Abstract. The well known sampling theorem is extended to the mul-

tidimensional weakly stationary (but not necessarily band-limited) pro-
cesses. The mean square and almost sure convergence of the sampling
expansion sum is derived for full spectrum multidimensional processes.

1. Introduction

The sampling theorem states that if f(t) can be represented as

(1) f(t) =

∫ w

−w

eitλdg(λ),

where g(λ) is of bounded variation and continuous at the end points ±w of
the interval (−w,w), then (if sinc(x) : x−1 sin(x)):

f(t) =

∞∑

n−∞
f
(nπ
w̃

)
sinc(w̃t− nπ),

where w̃ ≥ w > 0 (w̃ is the sampling frequency) and the previous, so called
sampling series converges uniformly on any bounded interval (or bounded
region in the complex plane).

Stochastic versions of the sampling theorem have been derived for station-
ary processes among others by Balakrishnan [1], Belyaev [2], Lloyd [5], Gulyás
[3], Pogány [6], Wong [8], Zakai [9], etc. In both cases ((1) and the stochastic
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version) the function or the process has a suitably restricted frequency spec-
trum. So, the weakly stationary (WS) and mean square continuous process
{X(t)| t ∈ R}, EX(t) = 0 with the variance DX(t) = σ2 is said to be band-
limited to frequency w if its correlation function K(t) = EX(t)X?(0) has an
integral like (1):

(2) K(t) =

∫ w

−w

eitλdF (λ),

where F (λ) is the spectral distribution function of the process X(t). Then it
is also true that X(t) has a spectral representation in the form

(3) X(t) =

∫ w

−w

eitλdZ(λ),

where Z(λ) (the spectral process of X(t)) is a process with orthogonal incre-
ments, and E|dZ(λ)|2 = dF (λ).

The stochastic sampling theorem is under foregoing conditions

(4) X(t) =

∞∑

n−∞
X
(nπ
w̃

)
sinc(w̃t− nπ),

for arbitrary w̃ ≥ w > 0, where the equality in (4) is in mean square.
The sampling truncation error ∆n = E|X(t) − Xn(t)|2 satisfies the in-

equality

(5) ∆n ≤
64σ2w̃2

π4n2
· (w̃|t|+ π)2

(w̃ − w)2
; w̃ > w.

Here Xn(t) denotes the symmetric partial sum in (4) containing the 2n + 1
consecutive central addends, i.e.

Xn(t) =
∑

|j|≤n

X

(
jπ

w̃

)
sinc(w̃t− jπ),

compare [2].

Remark 1. This article was accepted for publication more than ten years
ago by the Editorial Board of Glasnik Matematički, but it was never published
because of the war situation in Croatia (P. Peruničić was working at Mathe-
matical Faculty, Belgrade, Yugoslavia). In the meantime, the formal reasons
for nonpublishing disappeared. The original article contains the first three
sections and the reference list. However, the original article needs certain
comments about the new results concerning the matter exposed here. These
comments are given in the new additional section entitled Conclusions, fur-
ther remarks, written recently by the first author. The references concerning
the multidimensional sampling extension problems appearing in the mean-
time are listed separately after the original References list, as Supplementary
references item.
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2. Multidimensional band - limited case

Let {X(t) = (X1(t), · · · , Xq(t))|t ∈ R} be a WS q-dimensional stochastic
process with band-limited coordinates (qBLP) to the frequencies wj , j ∈ Q :=
{1, · · · , q}, and let EXj(t) = 0, DXj(t) = σ2

j . The end points of the intervals
(−wj , wj) are required to be continuity points of Fjj (λ), where

(6) Kjj(t) =

∫ wj

−wj

eitλdFjj(λ),

and Kjj (t), j ∈ Q are diagonal elements of the correlation matrix

K(t) = (EXj(t)X?
k (0))q×q = (Kjk(t))q×q

of the qBLP X(t). The cross-correlation functions Kjk(t) have also integral
representations and it is not difficult to show that

(7) Kjk(t) =

∫ w

−w

eitλdFjk(λ),

where w = min{wj , wk}; j, k ∈ Q. For its simplicity the proof of the relation
(7) is omitted.

Let us introduce

(8) Xab(t) =
∑

|j|≤b

Xa

(
jπ

w̃a

)
sinc(w̃at− jπ),

where w̃a > wa; a ∈ Q, b positive integer. The following result gives us the
evaluation of the sampling truncation error for the cross-correlations in K(t).

Theorem 1. Let

(9) ∆mn(j, k) = E (Xj(t)−Xjm(t)) (Xk(t)−Xkn(t))
?
.

Then it follows that

(10) |∆mn(j, k)| ≤ 64σjσkw̃jw̃k(w̃j |t|+ π)(w̃k |t|+ π)

mnπ4(w̃j − w)(w̃k − w)
, j, k ∈ Q.

Proof. It is clear form (7) and (8) that

∆mn(j, k) =
∫ w

−w

∑

|p|>m

∑

|r|>n

exp

{
iλπ

(
p

w̃j
− r

w̃k

)}
sinc(w̃j − pπ)sinc(w̃k − rπ)dFjk(λ),

where w = min{wj , wk}; j, k ∈ Q. Denote

(11) y(j)
m (λ) =

∑

|p|>m

exp

{
iλ
pπ

w̃j

}
sinc(w̃j − pπ).

As ∣∣∣y(j)
m (λ)

∣∣∣ ≤ 8w̃j(w̃j |t|+ π)

mπ2(w̃j − λ)
,
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(consult e.g. [2],[4],[7]), we obtain that

|∆mn(j, k)| ≤ 64

mnπ2

(
w̃j |t|
π

+ 1

)(
w̃j |t|
π

+ 1

)∣∣∣∣∣∣

∫ w

−w

dFjk(λ)(
1− λ

w̃j

)(
1− λ

w̃k

)

∣∣∣∣∣∣

≤ 64

mnπ2

(
w̃j |t|
π

+ 1

)(
w̃j |t|
π

+ 1

) |Kjk(0)|(
1− w

w̃j

)(
1− w

w̃k

) .

From the Schwarz inequality it follows: |Kjk(t)|2 ≤ σ2
jσ

2
k and we get the

assertion of the Theorem.
We can clearly show that (10) is a simple generalization of the Belyaev -

formula (5). We shall apply this evaluation in the mean square convergence
investigations.

Finally, the multidimensional sampling theorem for WS, qBLP X(t) based
on the Theorem 1 is given as the

Theorem 2. Denote XN(t) =
(
X1n1(t), · · · , Xqnq

(t)
)
. Then we have

(12) l.i.m.n→∞XN(t) = X(t),

uniformly on all compact t-sets from R. Here is n = minQ(nj).

Proof. We have to prove that the matrix

∆ = E(X(t)−XN(t))′(X(t)−XN(t))?

vanishes it n tends to infinity (′ denote the transponate and ? the complex
conjugate). Indeed, it is clear that ∆ =

(
∆njnk

(j, k)
)
q×q

. Now, from (10) it

follows for n = minQ(nj) that |∆njnk
(j, k)| → 0 as n → ∞. But this means

exactly the assertion of the Theorem.
So, the multidimensional sampling expansion procedure is possible.

Namely, we apply the scalar sampling expansion result to the multidime-
sional BLP coordinatewise. The mean square limit of the multidimensional
sampling expansion partial sum vector XN(t) is the initial qBLP X(t), see
the relation (12). The upper bound of the mean square truncation error of
the sampling expansion is the matrix

∆ =
(
|∆njnk

(j, k)|
)

q×q
.

But it contains also the cross-errors which upper bounds are given by (10).
The idea of the following considerations (scalar case) was given in the

paper [2]. We shall consider the almost sure convergence of the multidimen-
sional truncated sampling expansion sequence XN(t) if the minimal sampling
size n tends to the infinity.

Theorem 3.

(13) P{ lim
n→∞

XN(t) = X(t)} = 1,

uniformly in t when it is belonging to certain compact subset of R.
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Proof. X(t) is defined on the probability space (Ω,F ,P) with the mea-
surable space (Rq ,Bq). All metrics on the finite-dimensional Euclidean spaces
are equivalent to each other. Then can use the max - metric defining a norm:

‖X(t)−XN(t)‖ = max
Q
|Xj(t)−Xjnj

(t)|.

Then we have, for every ε > 0

P{‖X(t)−XN(t)‖ ≥ ε} = P




⋃

Q

{|Xj(t)−Xjnj
(t)| ≥ ε}





≤
q∑

j=1

P{|Xj(t)−Xjnj
(t)| ≥ ε}

≤ ε−2

q∑

j=1

E|Xj(t)−Xjnj
(t)|2

≤ ε−2

q∑

j=1

∆njnj
(j, j)

≤ C

ε2

q∑

j=1

1

n2
j

≤ Cq

ε2n2
,

where

C =
64

π4
max

Q

σ2
j w̃

2
j (w̃j |t|+ π)2

(w̃j − w)2
,

and n = minQ(nj).
So, by the Borel - Cantelli Lemma

P{‖X(t)−XN(t)‖ ≥ ε infinitely often} = 0,

and it follows that P{limn→∞ XN(t) = X(t)} = 1.

3. Multidimensional full spectrum case

Consider a special class of the WS processes having a full spectrum, i.e.
there does not exist an interval of positive Lebesgue measure on which the
spectral measure of the process is identically equal to zero (sometimes these
processes are called non band - limited). In other words

∫

R

eitλdZ(λ)

is the spectral representation of such process X(t).
Let L be a linear transformation (filter) with the spectral characteristic

hw(λ) = 1(−w,w)(λ),
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i.e. the indicator function of the interval (−w,w). If we apply this filter to
arbitrary full spectrum process X(t), it follows that

(14) (LX)(t) = L
∫

R

eitλdZ(λ) =

∫

R

eitλ1(−w,w)(λ)dZ(λ) =

∫ w

−w

eitλdZ(λ).

(In the signal processing terminology speaking the process (LX)(t) is actually
the response of the so-called ideal low-pass filter L applied toX(t)). Obviously
(LX)(t) is a WS, 1BLP. The identity filter I has the characteristic h∞(λ) ≡ 1
on the whole real axis, and (IX)(t) ≡ X(t) for all t ∈ R.

It is clear that if X(t) is defined on the probability space (Ω,F ,P), then
(LX)(t) is defined on the same probability space.

Let {wn}∞1 be a positive divergent monotonically increasing real sequence.
Consider the sequence of filters {Ln}∞1 . The belonging sequence of spectral
characteristics is {hn(λ) = 1(−wn.wn)(λ)}∞1 , such that hn(λ) characterizes Ln.
Then we have

(15) (LnX)(t) =

∫ wn

−wn

eλdZ(λ).

Therefore it is easy to show that

(16) lim
n→∞

E|X(t)− (LnX)(t)|2 = 0.

The stochastic sampling theorem is now applicable to the sequence of WS,
1BLP {(LnX)(t)}∞1 elementwise. This procedure gives us the full spectrum
stochastic scalar sampling theorem in the sense of the ”in medio” convergence.
Namely, let us take

(17) Xn‖m(t) := (LnX(t))m =
∑

|k|≤m

(LnX)

(
kπ

w̃n

)
sinc(w̃nt− kπ),

where w̃n > wn for any positive integer n. Thus

(18) lim
m,n→∞

E|X(t)−Xn‖m(t)|2 = 0,

if

lim
m,n→∞

w̃n

m
= 0 lim

n→∞
wn

w̃n
= α < 1,

where it is

α =

{
limn→∞

wn

w̃n
if {wn/w̃n} increases,

maxn
wn

w̃n
if {wn/w̃n} decreases.

This result is exposed in detail in [6]. In this way the sampling theorem
to the class of full spectrum processes is extended.

The correlation function of the full spectrum WS process X(t) has an
integral representation

(19) K(t) =

∫

R

eitλdF (λ).
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We have already supposed that ±wn are the continuity points of F (λ). If
DX(t) = σ2, the nth step sampling truncation error E|X(t)−Xn‖m(t)|2 will
be bounded above with

(20) σ2 − F (wn) + F (−wn) +

(
8σw̃n(w̃1|t|+ π)

mπ2w̃1(1− α)

)2

,

compare also [6].
Suppose that X(t) = (X1(t), · · · , Xq(t)) is a full spectrum WS process.

Let L = (L1, · · · ,Lq) be a q-dimensional filter with coordinates like (14).

The filter Lj has the spectral characteristics h(j)(λ) = 1(−w(j),w(j))(λ), j ∈
Q. The process (L X)(t) = ((L1X1)(t), · · · , (LqXq)(t)) is qBLP. According
to the scalar (1-dimensional) case I = (I, · · · , I)1×q is the q-dimensional
identity filter with the spectral characteristics (h∞(λ), · · · , h∞(λ))1×q and
(I X)(t) ≡ X(t).

The spectral representation of the coordinates of the q-dimensional WS
process X(t) is Xj(t) =

∫
R

exp(itλ)dZj(λ), and the elements/entries of
the correlation matrix K(t) = (Kjk(t))q×q can be represented as Kjk(t) =∫
R

exp(itλ)dFjk(λ).

Let
{
w

(j)
n

}∞

1
, j ∈ Q be a positive divergent monotonically increasing real

sequence, such that the spectral distribution function Fjj(λ) is continuous

at the points ±w(j)
n , j ∈ Q. The q-dimensional sequence of filters LN =

(L1n1 , · · · ,Lqnq
) gives us the qBLP

(LNX)(t) = ((L1n1X1)(t), · · · , (Lqnq
Xq)(t))

with following coordinates

(21) (Ljnj
Xj)(t) =

∫ w(j)
n

−w
(j)
n

eitλdZj(λ).

Naturally the spectral characteristics h
(j)
n (λ) = 1

(−w
(j)
n ,w

(j)
n )

(λ) belongs to the

filter Ljnj
, j ∈ Q.

For fixed j ∈ Q we have

(22) lim
n→∞

E|Xj(t)− (Ljnj
Xj)(t)|2 = 0.

We can write (having in mind the notation in (17), (11) and (9) respectively):

1. Xj‖n‖m(t) =[Ljnj
Xj)(t)]m

=
∑

|p|≤m

(Ljnj
Xj)

(
pπ

w̃
(j)
n

)
sinc(w̃(j)

n t− pπ);

2. y
(j)
m,n(λ) =

∑
|p|>m exp

{
iλ pπ

w̃
(j)
n

}
sinc(w̃

(j)
n − pπ);

3. ∆rs
nm(j, k) = E(Xj(t)−Xj‖n‖r(t))(Xk(t)−Xk‖m‖s(t))?,

where w̃
(j)
n > w

(j)
n for all positive integer n.
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Theorem 4. Let w̃
(j)
n > w̃

(k)
m for fixed j, k ∈ Q and for fixed n,m ≥ 1,

and assume

1 > αp =





limr→∞
w(p)

r

w̃
(p)
r

if
{
w

(p)
r /w̃

(p)
r

}
increases

maxr
w(p)

r

w̃
(p)
r

if
{
w

(p)
r /w̃

(p)
r

}
decreases,

for all p ∈ Q. Then

|∆rs
nm(j, k)| ≤(23)

≤
√[

σ2
j − Fjj

(
w̃

(j)
n

)
+ Fjj

(
−w̃(j)

n

)] [
σ2

k − Fkk

(
w̃

(k)
m

)
+ Fkk

(
−w̃(k)

m

)]

+

√
σ2

k − Fkk

(
w̃

(k)
m

)
+ Fkk

(
−w̃(k)

m

)8σjw̃
(j)
n (w̃

(j)
1 |t|+ π)

rπ2w̃
(j)
1 (1− αj)

(1− δjk)

+
64σjσkw̃

(j)
n (w̃

(j)
1 |t|+ π)w̃

(k)
m (w̃

(k)
1 |t|+ π)

rsπ4w̃
(j)
1 w̃

(k)
1 (1− αj)(1− αk)

,

where δjk is the Kronecker symbol.

Proof. It is not hard to see that

∆rs
nm(j, k) =

∫

R

[
eitλ

(
1− h(j)

n (λ)
)

+ y(j)
n,r(λ)h(j)

n (λ)
]

(24)

×
[
e−itλ

(
1− h(k)

m (λ)
)

+ y(k)
m,s(−λ)h(k)

m (λ)
]
dFjk(λ)

=

∫

R

(
1− h(j)

n (λ)
)(

1− h(k)
m (λ)

)
dFjk(λ) (:= J1)

+

∫

R

eitλ
(

1− h(j)
n (λ)

)
y(k)

m,s(−λ)h(k)
m (λ)dFjk(λ) (:= J2)

+

∫

R

e−itλ
(

1− h(k)
m (λ)

)
y(j)

n,r(λ)h(j)
n (λ)dFjk(λ) (:= J3)

+

∫

R

h(j)
n (λ)h(k)

m (λ)y(j)
n,r(λ)y(k)

m,s(−λ)dFjk(λ). (:= J4)

From the first condition of the theorem it follows that
(

1− h(j)
n (λ)

)
h

(k)
m (λ)

vanishes, therefore J2 ≡ 0. If w̃
(j)
n < w̃

(k)
m then vanishes J3.
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From the Schwarz inequality we have |dFjk(λ)|2 ≤ dFjj(λ)dFkk(λ) and
we can easily evaluate J1,J3 and J4:

|J1|2 ≤
∫

R

(
1− h(j)

n (λ)
)
dFjj (λ)

∫

R

(
1− h(k)

m (λ)
)
dFkk(λ)(25)

=
[
σ2

j − Fjj

(
w̃(j)

n

)
+ Fjj

(
−w̃(j)

n

)]

×
[
σ2

k − Fkk

(
w̃(k)

m

)
+ Fkk

(
−w̃(k)

m

)]

|J3|2 ≤
∫

R

(
1− h(k)

m (λ)
)
dFkk(λ)

∫

R

h(j)
n (λ)|y(j)

n,r(λ)|2dFjj (λ)(26)

The first right-side integral in (26) is equal to the second term in the squared
bracketts in (25). The second right-side integral in (26) has an upper bound
like (5).Namely,

|J3| ≤
8σjw̃

(j)
n (w̃

(j)
1 |t|+ π)

rπ2w̃
(j)
1 (1− w(j)

n /w̃
(j)
n )

√
σ2

k − Fkk

(
w̃

(k)
m

)
+ Fkk

(
−w̃(k)

m

)
.

Since αj > w
(j)
n /w̃

(j)
n it follows that

(27) |J3| ≤
8σjw̃

(j)
n (w̃

(j)
1 |t|+ π)

rπ2w̃
(j)
1 (1− αj)

√
σ2

k − Fkk

(
w̃

(k)
m

)
+ Fkk

(
−w̃(k)

m

)
.

Similarly asin the foregoing considerations we get

(28) |J4| ≤
64σjσkw̃

(j)
n (w̃

(j)
1 |t|+ π)w̃

(k)
m (w̃

(k)
1 |t|+ π)

rsπ4w̃
(j)
1 w̃

(k)
1 (1− αj)(1− αk)

.

From the triangle inequality we conclude |∆rs
nm(j, k)| ≤ |J1| + |J3| + |J4|.

Now, from (25),(27) and (28) clearly follows the evaluation (23). For j = k
the integrals J2,J3 vanish (see the relation (24)), so the upper bound (23)
reduces to the coordinatewise boundary as (20) of the process (LNX)(t). The
proof is complete.

Theorem 5. Let mj be the jth coordinate sample size of the process

(LN,MX)(t) = (X1‖n1‖m1
(t), · · · , Xq‖nq‖mq

(t)).

When the following two conditions are satified

1. limnj→∞
w(j)

nj

w̃
(j)
nj

= αj < 1,

2. limnj ,mj→∞
w̃(j)

nj

mj
= 0, j ∈ Q

then we have

(29) lim
n,m→∞

E|X(t)− (LN,MX)(t)|2 = 0,

where n = minQ(nj), m = minQ(mj).
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Proof. Since

(30) E(X(t) − (LN,MX)(t))′(X(t)− (LN,MX)(t))? =
(

∆mj ,mk
nj ,nk

(j, k)
)

q×q
,

it is sufficient to prove that the matrix (30) tends to zero matrix of order q×q
if n,m tends to infinity.

Suppose that the WS full spectrum process X(t) has κ ≥ 0 mean square
derivatives. In other words there exists K(2κ)(0) finite. Naturally, it is

K(2κ)(0) = E|X(κ)
j (t)|2 =

∫

R

λ2κdFjj (λ)

=

∫

|λ|≥x

λ2κdFjj(λ) +

∫

|λ|<x

λ2κdFjj(λ),

for some real positive x. It is clear that the function

B →
∫

B

λ2κdFjj(λ)

is a finite measure on the Borel σ-field B1, for all Borel sets B ∈ B1. Such a
function is continuous with respect to the decreasing sequences. So,

lim
x→∞

∫

|λ|≥x

λ2κdFjj(λ) = 0.

But, on the other hand
∫

|λ|≥x

λ2κdFjj(λ) ≥ x2κ

∫

|λ|≥x

dFjj(λ) = x2κ(σ2
j − Fjj(x) + Fjj(−x)).

Taking x = w
(j)
n it is true that

(31) σ2
j − Fjj

(
w(j)

n

)
+ Fjj

(
−w(j)

n

)
= o

((
w(j)

n

)−2κ
)
.

From the conditions 1,2. using (31) it is straightforward that the upper bound
of
∣∣∆mj ,mk

nj ,nk
(j, k)

∣∣ vanishes with the n,m growing. This finishes the proof of
the theorem.

The convergence ”in the probability” of (LN,MX)(t) to X(t) is a simple
consequence of the mean square convergence result which is proved in the
Theorem 5. It is well-known that there exists a subsequence of (LN,MX)(t),
e.g. (LN′ ,M′X)(t) with the property:

P

{
lim

n′,m′→∞
(LN′ ,M′X)(t) = X(t)

}
= 1.

But we cannot be satisfied with this obvious result, we will prove that
(LN,MX)(t) converges almost surely to X(t) as well.
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Theorem 6. There exists the convenient choice of the sequence
{
w

(j)
n

}∞

1
,

j ∈ Q such that

P

{
lim

n,m→∞
(LN,MX)(t) = X(t)

}
= 1.

Proof. Let X(t) be a WS scalar full spectrum process and we denote
with Xn‖m(t) the samling expansion of the 1BLP (LnX)(t). Let us consider
a.s. convergence Xn‖m(t) to X(t) as n,m→∞. As

P
{

lim
m→∞

Xn‖m(t) = X(t)
}

= 1,

(band-limited case), we are interested in a.s. convergence (LnX)(t) to X(t)
as n tends to infinity. But we have

E|X(t)− (LnX)(t)|2 = σ2 − F (wn) + F (−wn).

In the full spectrum case, a.s. convergence depends on the choice of the se-
quence {wn}∞1 . As F (·) is a finite measure on R, the convenient choice of the
sequence {wn}∞1 is possible such that

∞∑

n1

∫

R

(1− hn(λ))dF (λ) <∞.

Finally using the Borel-Cantelli Lemma and the Chebyshev inequality we
conclude that

P
{

lim
n→∞

(LnX)(t) = X(t)
}

= 1.

Now, it is not hard to show that the coordinatewise a.s. convergence in
(LN,MX)(t) to the initial coordinate processes in X(t) is equivalent to the
assertion of Theorem 6.

4. Conclusions, further remarks

The main achievment of the paper is the fact that if the coordinate pro-
cesses (not necessarily with full spectrum!) of a q-dimensional vectorial WS
process admit a sampling extension with some coordinatwise sampling fre-
quencies w̃j , j ∈ Q, then the process itself admits a sampling extension too.
Following Lloyd’s ideas Pourahmadi proved this result in different way then
we did here, but under some periodicity condition on the range of the spec-
tral measure of the initial q-dimensional process assuming the equal sampling
frequencies w̃jπ/h, j ∈ Q, compare [19].

We use the oversampling technique proposed strongly mathematically by
Belyaev for the band-limited WS processes, [2]. The implementation of the
oversampling with the growing sampling frequency w̃j which is closely con-
nected to the ideal low-pass filter L acting on the full spectrum process X(t)
is introduced for the approximative sampling reconstruction procedure in [6].
The results in this aritcle generalize in the mean square and almost sure sense
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the results of [6]. For the signal processing specialists it is very important
to estimate the optimal sampling frequency under already known error level
appearing by the finite sampling approximation procedure. This problem
is solved in the papers [16], [17] where some robust aliasing and truncation
error upper bound inequalities are obtained upon the optimal equal - coordi-
natewise sampling frequencies having on mind the convergence results of the
Theorems 4,5,6. in the recent article.

At this point the first author has to give thanks to Professor A.Ya.Olenko,
Mathematical Faculty, Kiev University for sending him many new articles
and results about the sampling method introduced by the first author in
[6], applied by Olenko himself, Professor M.I.Yadrenko and his former Ph.D.
student S.I.Khalikulov, who extend the mentioned method to full spectrum
homogeneous time isotropic random fields on cylinder R × S2 and on the
sphere R×Sn in the papers [10], [12], [13], [14], [15]. The Thesis [11] contains
some additional results on the subject. Generalizations of the results of [6]
and the recent paper to the full spectrum homogeneous random fields are close
to the achievments of the article [18] by Pogány & Peruničić. For all kind of
these random signals the sampling extension theorem is proved in the mean
square manner in approximating the full spectrum signal (process or field)
with the sequence of band-limited ones. All these results are the consequences
of the Belyaev - type truncation error upper bounds like (5), which allow
the convergence rate evaluation such that cannot exceed O(N−2D), where
the truncated sampling reconstruction sum contains 2N + 1 addends for the
recontructed D-variate signal, consult [10], [13], [15],[18]. Unfortunately the
above listed references are not well-known worldwide, and most of them are
not translated to English from Russian and Ukrainian.

It has to be mentioned endly that the sampling approximation of multidi-
mensional variants of all above listed stochatic signals and additionally for all
nonstationary (harmonizable processes, Piranashvili α-processes etc.) await
a serious investigation in the future.

Finally, this article is in the same time devoted to the memory of my late
friend, coauthor and excellent mathematician Predrag M. Peruničić.
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