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Abstract. We consider a non local boundary value problem for el-
liptic operator on a two dimensional domain with a small hole around
origin. The precise asymptotics in terms of diameter of the hole of values
of solution on boundary of the hole is described by appropriate values of
the Green function associated with the origin. In case of elliptical hole
it is proved that solutions converge uniformly toward the Green function
associated with the origin as diameter of the ellipse tends to zero.

1. Introduction

Let C = {x = (x1, x2) ∈ R2 : |x| < 1} be the unit circle in R2. The
Green function GC on C (associated with the origin) of the Laplace operator
is given by the formula:

GC(x) =
1

2π
ln

1

|x| .

For small ε > 0 let Cε = {x ∈ R2 : ε < |x| < 1} be the ring around origin.
It is easy to verify that the problem





∆uε = 0 in Cε,
uε||x|=1 = 0,
uε||x|=ε = Uε (unknown constant),∫

|x|=ε

∂uε

∂ν
dS = 1,

has a unique solution (uε, Uε) given by

(1.1) uε = GC |Cε and Uε =
1

2π
ln

1

ε
.
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Equalities in (1.1) do not hold in case of an elliptic operator on arbitrary
domain with a ’small’ hole around origin; parameter ε > 0 describes the
diameter of a hole. First conclusion in (1.1) holds only approximately in
certain function space, see Remark 3.2, [1], [2] and [4]. Instead of second
equality in (1.1) we show that the ratio between Uε and certain constants
defined by appropriate fundamental solution tends to 1 as ε tends to zero,
see Theorem 5.1. The obtained result is then applied for decoupling of the
nonlocal boundary value problem (6.2) posed on two domains with small holes.

2. Statement of the problem

Let Ω and B be domains in R2 containing the origin. We assume that the
boundaries of Ω and B are of the class C1. For ε > 0 we define the domain
Ωε with a hole in the following way. Let (rε, ε > 0) be a decreasing sequence
of positive numbers such that

rε → 0 as ε→ 0.

The ε-hole Bε we define by Bε = rε B, ε > 0. For ε small enough so that Bε

is compactly contained in Ω we introduce the domain with a hole

Ωε = Ω \Bε.

By Γ and Γε we denote the boundary of Ω and Bε, respectively. Then

∂Ωε = Γ ∪ Γε.

Let A(x) = (aij(x)) be a second order matrix-valued function defined on

Ω and satisfying

(2.1)
a12(x) = a21(x), x ∈ Ω, and aij ∈ C1(Ω), i, j = 1, 2,
A(x)y · y ≥ κ|y|2 for some constant κ > 0, x ∈ Ω, y ∈ R2.

With the matrix A we associate the second order elliptic operator L on Ω by

(2.2) L = −div(A∇).

The formal setting of the ε-problem is:
find a function uε : Ωε → R and a number Uε such that

(2.3)





Luε = 0 in Ωε,
uε = 0 on Γ,
uε = Uε on Γε,∫

Γε

∂uε

∂νL
dS = 1.

Here ∂
∂νL

denotes the conormal derivative, i.e. ∂uε

∂νL
= A∇uε · ν, where ν is

the unit outer normal on Γε.
Problem (2.3) is a mathematical model of some physical problems, see

[1], [2] and [4]. A simple example is the equilibrium in the gravity field of
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an anisotropic membrane clamped at its boundary and supporting (around
origin) a thin rigid cylinder, where the cylinder is sealed to the membrane.
The boundary condition (2.3)3,4 on Γε is not the classical one because the
global behaviour instead of the local one is prescribed. Note that the problem
(2.3) is an example of a linear non-local boundary value problem.

3. Weak formulation

The appropriate function space for the problem (2.3) is the space

Hε = {v ∈ H1
0 (Ω) ; v = const. on Bε}.

Hε is a Hilbert space with the scalar product

(u, v) =

∫

Ω

∇u · ∇v dx (=

∫

Ωε

∇u · ∇v dx), u, v ∈ Hε.

For v ∈ Hε we set
Vε = v|Bε (a constant).

Note that Hε is isomorphic to the space

{v ∈ H1(Ωε) ; v|Γ = 0, v|Γε = const.};
here the equalities v|Γ = 0 and v|Γε = const. are in the sense of traces of
functions from the Sobolev space H1(Ωε). We will use both definitions of the
space Hε. The proof of the following result is simple and it can be found in
[4].

Lemma 3.1. Problem (2.3) has a unique solution

(uε, Uε) ∈ Hε ×R,

where uε is a unique solution of the variational equation

(3.1)

∫

Ωε

A∇uε · ∇v dx = Vε, v ∈ Hε,

while

(3.2) Uε =

∫

Ωε

A∇uε · ∇uε dx.

Remark 3.2. The right-hand side of (3.1) is in fact a functional

(3.3) Hε 3 v → Vε = v|Γε ∈ R.

It is obviously linear and bounded for a fixed ε, but their norms are not
bounded with respect to ε, see [4]. Thus the sequence (uε, ε > 0) is not
bounded in H1

0 (Ω). On the other hand, the sequence (uε, ε > 0) is bounded

in W 1,p
0 (Ω) for all p ∈ [1, 2) and it is converging toward the Green function

associated with the origin as ε tends to zero in the space W 1,p
0 (Ω), see [4].

Still this knowledge does not imply the asymptotics (5.2).
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In the sequel we will use an equivalent formulation of the problem (3.1).
Let

(3.4) Fε(v) =
1

2

∫

Ωε

A∇v · ∇v dx− Vε, v ∈ Hε.

From the classical theory of calculus of variations it follows that uε ∈ Hε is a
solution of (3.1) if and only if uε ∈ Hε is a minimizer of Fε(v) over Hε, i.e.

(3.5) Fε(uε) = inf
v∈Hε

Fε(v).

From (3.2) and (3.5) it follows that

(3.6) Fε(uε) = −1

2
Uε.

Our first result concerning the asymptotic behaviour of the sequence
(Uε, ε > 0) is the following

Theorem 3.3. The sequence (Uε, ε > 0) is decreasing, i.e.

Uε1 ≥ Uε2 for ε1 < ε2.

Proof. Let ε1 < ε2. Then Bε1 ⊂ Bε2 because the sequence (rε, ε > 0)
is decreasing, hence Hε2 ⊂ Hε1 . So the functional Fε1 is well defined on the
space Hε2 ; moreover, it holds

Fε1(v) = Fε2(v), v ∈ Hε2 .

This equality, (3.5) and (3.6) imply

−Uε2

2
= Fε2(uε2) = inf

v∈Hε2

Fε2(v) = Fε1(uε2) ≥ inf
v∈Hε1

Fε1(v) = Fε1(uε1) = −Uε1

2
.

Remark 3.4. In fact we proved the following monotonicity. Let H1 and
H2 be two holes in Ω with boundaries of the class C1 and such that 0 ∈ H1 ⊂
H2. Let (u1, U1) and (u2, U2) be solutions of the problem (2.3) in the domains
Ω \H1 and Ω \H2, respectively. Then U1 ≥ U2.

4. Asymptotics in case of special holes

A variant of the following result is proved in [1]. The proof we give now
is valid for a domain with a hole in Rn and an elliptic operator of the form
(2.2). The result is essential for the proof of Theorem 4.2.

Lemma 4.1. Let ε > 0 be fixed. If a function ϕ ∈ C2(Ωε) ∩ C1(Ωε)
satisfies

(4.1)

{
Lϕ = 0 in Ωε,
M = max

Γ
ϕ < min

Γε

ϕ = m,
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then

(4.2)

∫

Γε

∂ϕ

∂νL
dS = −

∫

Γ

∂ϕ

∂νL
dS > 0.

Proof. Let us consider the auxiliary problem

(4.3)





Lv = 0 in Ωε,
v = m on Γε,
v = ϕ on Γ.

The problem (4.3) has a unique solution v ∈ C2(Ωε) ∩C1(Ωε), see [3]. More-
over, the function v attains its global maximum on Ωε at every point from
Γε, so the maximum principle implies

∂v

∂ν
> 0 on Γε.

But v is a constant function on Γε and this constant is a maximal value of v
on Ωε, so it holds on Γε:

∇v(x) = α(x) ν(x) with α > 0.

This equality and positive definiteness (2.1) of the matrix A imply:

A(x)∇v(x) · ν(x) = α(x)A(x) ν(x) · ν(x) > 0, x ∈ Γε.

Now it follows from (4.3)

(4.4)

∫

Γ

∂v

∂νL
dS = −

∫

Γε

∂v

∂νL
dS < 0.

Let us consider the second auxiliary problem:

(4.5)





Lw = 0 in Ωε,
w = ϕ−m on Γε,
w = 0 on Γ.

The function w belongs to the space C2(Ωε)∩C1(Ωε) and it attains its mim-
imal value on Ωε at every point from Γ (and at some points from Γε). In a
similar way as in the derivation of the inequality (4.4) we conclude that

(4.6)

∫

Γ

∂w

∂νL
dS = −

∫

Γε

∂w

∂νL
dS ≤ 0.

Because ϕ = v + w, inequality (4.2) follows from (4.4) i (4.6).
Throughout the remaining part of this section let B be the ellipse

(4.7) B = {x ∈ R2 ; A−1(0)x · x < 1}.
In this special case we find the precise asymptotics of the sequence (Uε, ε > 0).
The obtained result will be applied in the next section to the analysis of
asymptotics of (Uε, ε > 0) in the case of arbitrary canonical hole B.

Parametrix (fundamental solution), singular solution and the Green func-
tion, see below, are functions of two variables. In our analysis one of their
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variables will be equal to zero, so we consider them as functions of the single
variable. According to Mikhlin’s book [5], the function

(4.8) F (x) =
1

2π
√
detA(0)

ln
1√

A−1(0)x · x
, x ∈ Ω, x 6= 0,

is called the parametrix of the equation Lu = 0 in Ω associated with 0 ∈ Ω.
A singular solution of the equation Lu = 0 in Ω associated with 0 ∈ Ω is any
function S which satisfies, see [5],

(4.9)

{
LS = 0 in Ω \ {0},
S(x) = F (x) + ψ(x), x ∈ Ω \ {0},

where the function ψ ∈ C2(Ω\{0}) ∩ C(Ω) has the following behaviour at
x = 0:

(4.10) ψ(x) = O
( 1

ln 1
|x|

)
.

Green’s function G of the operator L in the domain Ω associated with 0 ∈ Ω
can be defined as follows:

(4.11) G(x) = S(x) + ω(x), x ∈ Ω \ {0},
where ω is a solution of the boundary value problem

(4.12)

{
Lω = 0 in Ω,
ω = −S on Γ.

Existence of parametrix and Green’s function is proved in [6]. Note that the
behaviour of Green’s function at 0 ∈ Ω is described by the behaviour of the
parametrix F at 0 ∈ Ω.

The following result is intuitively acceptable because the restriction of the
parametrix F to Γε is a constant in the present setting and the behaviour of
the Green function G near zero is determined by F .

Theorem 4.2. Let B be the ellipse (4.7) and let ((uε, Uε), ε > 0) be the
sequence of solutions of the problem (2.3). Then

(4.13) max
x∈Γε

|Uε −G(x)| → 0 as ε→ 0.

Proof. Let us assume that (4.13) does not hold. Then there exists a
subsequence (εk, k ∈ N) and δ > 0 such that:

{
εk → 0 as k → ∞,
max
x∈Γεk

|Uεk
−G(x)| ≥ δ > 0, k ∈ N.

Without loss of generality we assume that

(4.14) max
x∈Γεk

[Uεk
−G(x)] ≥ δ > 0 k ∈ N.
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Using (4.11) and continuity of ω it is easy to show that

max
x∈Γεk

[Uεk
−G(x)] − min

x∈Γεk

[Uεk
−G(x)] → 0 as k → ∞,

thus, because of (4.14), there exists m > 0 such that for k large enough it
holds:

(4.15) min
x∈Γεk

[Uεk
−G(x)] ≥ m > 0.

For k ∈ N we introduce the auxiliary function vk by

vk(x) = uεk
(x) −G(x), x ∈ Ω \ {0}.

For k large enough the function vk satisfies the assumptions of Lemma 4.1 in
the domain Ωεk

, hence

(4.16)

∫

Γεk

∂vk

∂νL
dS > 0.

On the other hand, (2.3)4 and the following simple properties
∫

Γεk

∂S

∂νL
dS = 1 and

∫

Γεk

∂ω

∂νL
dS = 0,

imply that for k large enough it holds :

(4.17)

∫

Γεk

∂vk

∂νL
dS = 0.

Inequality (4.16) and equality (4.17) are in contradiction.
Convergence stated in (4.13) describes the sense in which the first equality

in (1.1) should be replaced in case of general elliptic operator. The following
result, which is a simple consequence of (4.8), (4.10) and (4.13), replaces the
second equality in (1.1) in case of elliptic operator.

Corollary 4.3. Let B be the ellipse (4.7) and let ((uε, Uε), ε > 0) be
the sequence of solutions of the problem (2.3). Then there exists a constant
C > 0 such that

(4.18)
∣∣∣ Uε

1

2π
√

detA(0)
ln 1

rε

− 1
∣∣∣ ≤ C

ln 1
rε

.

Theorem 4.2 and the maximum principle have another simple conse-
quence; analogous result has been proved in [1] in case of the Laplace op-
erator.

Corollary 4.4.

uε → G as ε→ 0

uniformly on compact sets from Ω \ {0}.
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5. Asymptotics in case of general hole

In this section the canonical hole B is again an arbitrary domain in R2

with the boundary of the class C1 such that 0 ∈ B. Although the statements
of Theorem 4.2 and Corollaries 4.3 and 4.4 do not hold, we will find the
precise asymptotics of the sequence (Uε, ε > 0). This asymptotics is limited
to the two-dimensional domains with a hole and it is improvement of the
corresponding result from [4]. Our proof is based on the monotonicity result
from Remark 3.4 and on asymptotics (4.18) for ellipses.

Let R > 0 (R > 0) be such that the ellipse

Ec = {x ∈ R2 ; A−1(0)x · x < R
2} (Ei = {x ∈ R2 ; A−1(0)x · x < R2})

is the circumscribed (inscribed) ellipse to B. The ellipses Eε
c = rε Ec and

Eε
i = rε Ei are then circumscribed and inscibed, respectively, to Bε, i.e.

(5.1) Eε
i ⊂ Bε ⊂ Eε

c , ε > 0.

Let ((uε, Uε), ε > 0) and ((uε, Uε), ε > 0) be the solution of the following
problem, respectively:





Luε = 0 in Ω \Eε

c,
uε = 0 on Γ,
uε = Uε on ∂Eε

c ,∫

∂Eε
c

∂uε

∂νL
dS = 1,





Luε = 0 in Ω \Eε

i ,
uε = 0 on Γ,
uε = Uε on ∂Eε

i ,∫

∂Eε
i

∂uε

∂νL
dS = 1,

The above problems are the same as the problem (2.3), but posed on different
domains; recall that Uε and Uε are numbers.

Theorem 5.1.

(5.2)
Uε

1

2π
√

detA(0)
ln 1

rε

→ 1 as ε→ 0.

Proof. Remark 3.4 and (5.1) imply:

Uε ≤ Uε ≤ Uε, ε > 0.

For ε > 0 small enough is rε < 1, thus

(5.3)
Uε

1

2π
√

detA(0)
ln 1

rε

≤ Uε
1

2π
√

detA(0)
ln 1

rε

≤ Uε

1

2π
√

detA(0)
ln 1

rε

, ε > 0.

Let us analyse the asymptotic behaviour of the first member in the in-
equality (5.3). From the obvious equality

Uε

1

2π
√

detA(0)
ln 1

rε

=
Uε

1

2π
√

detA(0)
ln 1

rε R

(1 +
lnR

ln rε
)
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we conclude that the first member in the inequality (5.3) converges to 1 as ε
tends to zero because of (4.18).

In a similar way it can be shown that the third member in the inequality
(5.3) converges to 1 as ε tends to zero, so (5.2) follows from (5.3).

6. Nonlocal problem on two domains with holes

First we define the problem considered. Let Ωi and Bi be domains in R2

with boundaries of the class C1 and such that yi ∈ Ωi and 0 ∈ Bi, i = 1, 2.
The sets yi + Bi are the canonical holes around yi, i = 1, 2. As before, let
(rε, ε > 0) be a decreasing sequence which converges to zero as ε tends to
zero. The ε-hole in Ωi around the point yi ∈ Ωi, i = 1, 2, we define by

Bε
i = rε (yi +Bi), i = 1, 2.

Let us introduce the notations:

Ωε
i = Ωi \B

ε

i , Γi = ∂Ωi, Γε
i = ∂Bε

i , i = 1, 2.

Let Ak(x) = (a
(k)
ij (x)) be a second order matrix-valued function defined on

Ωk, k = 1, 2, satisfying

(6.1)
a
(k)
12 (x) = a

(k)
21 (x), x ∈ Ωk, and a

(k)
ij ∈ C1(Ωk), i, j, k = 1, 2,

A(k)(x)y · y ≥ κk|y|2, x ∈ Ωk, y ∈ R2, k = 1, 2,

where κk is a positive constant. With the matrix Ai we associate the elliptic
operator Li on Ωi by

Li = −div(Ai ∇), i = 1, 2.

Throughout this section let ε > 0 be small enough. For such ε we consider
the following problem:
find functions uε

i : Ωε
i → R (i = 1, 2) and a number U ε such that

(6.2)





Li u
ε
i = 0 in Ωε

i , i = 1, 2,
uε

i = 0 on Γi, i = 1, 2,
uε

i = Uε on Γε
i , i = 1, 2,

2∑

i=1

∫

Γε
i

∂uε
i

∂νLi

dS = 1.

For example, problem (6.2) is the mathematical model of oil exploitation
process from layered oil fields by a single well; for more details we refer to [1].

The appropriate function space Hε for the problem (6.2) is a product of
spaces which are similar to the space Hε introduced in Section 2:

Hε
i = {v ∈ H1

0 (Ωi) ; v|Bε
i

= const.}, i = 1, 2,

Hε = {(v1, v2) ∈ Hε
1 ×Hε

2 ; v1|Bε
1

= v2|Bε
2
}.



188 IBRAHIM AGANOVIĆ, ZVONIMIR TUTEK AND KREŠO VESELIĆ

Function spaces Hε
i are Hilbert spaces with the scalar products

(u, v)i =

∫

Ωε
i

∇u · ∇v dx ( =

∫

Ωi

∇u · ∇v dx ), u, v ∈ Hε
i , i = 1, 2.

The space Hε is a Hilbert space with the natural scalar product. Note that
the space Hε

i is isomorphic to the space

{v ∈ H1(Ωε
i ) ; v|Γε

i
= const., v|Γi = 0}, i = 1, 2.

For a function vi from Hε
i we introduce the notation

V ε
i = vi|Bε

i
( = vi|Γε

i
), i = 1, 2.

If (v1, v2) ∈ Hε, then by definition V ε
1 = V ε

2 , thus for (v1, v2) ∈ Hε we set

V ε = v1|Γε
1

(= v1|Bε
1
) = v2|Γε

2
(= v2|Bε

2
).

Lemma 6.1. The problem (6.2) has a unique solution

((uε
1, u

ε
2), U

ε) ∈ Hε ×R,

where (uε
1, u

ε
2) ∈ Hε is a unique solution of the variational equation

(6.3)
2∑

i=1

∫

Ωε
i

Ai ∇uε
i · ∇vi dx = V ε, (v1, v2) ∈ Hε,

while U ε is given by the formula

(6.4) Uε =
2∑

i=1

∫

Ωε
i

Ai ∇uε
i · ∇uε

i dx.

Proof. In a similar way as in the proof of Lemma 3.1 we obtain from
(6.2):

(6.5)

∫

Ωε
i

Ai ∇uε
i · ∇vi dx = V ε

i

∫

Γε
i

∂uε
α

∂νLi

dS, vi ∈ Hε
i , i = 1, 2.

Taking the test-functions v1 and v2 such that v = (v1, v2) ∈ Hε and summing
the two equations from (6.5) we obtain (6.3) because of (6.2)4. The existence
and uniqueness of solution (uε

1, u
ε
2) ∈ Hε of the problem (6.3) follows from

(6.1), continuity of linear functional of the form (3.3) (for ε fixed) and the
Lax–Milgram lemma. Equality (6.4) is a simple consequence of (6.3).

In the remaining part of this section we decouple the system (6.3) and
prove the convergence of the sequence (uε

i , ε > 0) toward the multiple of the
corresponding Green function as ε tends to zero, i = 1, 2.
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For i ∈ {1, 2} we consider the following problem:
find (ϕε

i ,Φ
ε
i ) ∈ Hε

i ×R such that

(6.6)





Lε
i ϕ

ε
i = 0 in Ωε

i ,
ϕε

i = 0 on Γi,
ϕε

i = Φε
i on Γε

i ,∫

Γε
i

∂ϕε
i

∂νLi

dS = 1.

According to Lemma 3.1, problem (6.6) has a unique solution (ϕε
i ,Φ

ε
i ) ∈

Hε
i × R, i = 1, 2. It is easy to verify that the solution (uε

1, u
ε
2) ∈ Hε of the

problem (6.3) satisfies:

(6.7) uε
1 =

Φε
2

Φε
1 + Φε

2

ϕε
1, uε

2 =
Φε

1

Φε
1 + Φε

2

ϕε
2.

Let Gi be the Green function of the operator Li on Ωi corresponding to the
point yi ∈ Ωi, i = 1, 2 . Then the following convergence holds, see [4]:

(6.8) ∀p ∈ [1, 2), ϕε
i → Gi in W 1,p

0 (Ωi) as ε→ 0, i = 1, 2.

Convergences stated in (5.2) and (6.8) and equalities (6.7) have as a con-
sequence the following decoupling result.

Theorem 6.2. Let

c1 =

√
detA1(y1)√

detA1(y1) +
√
detA2(y2)

, c2 =

√
detA2(y2)√

detA1(y1) +
√
detA2(y2)

.

Then

∀p ∈ [1, 2), uε
i → ci Gi in W 1,p

0 (Ωi) as ε→ 0, i = 1, 2.
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