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Abstract

The success of a company depends on a number of factors. One of them is the ability to meet customer expectations and match the market needs. Mathematical methods and tools are helpful in assessing demand. The forecasts made should take into account all the factors shaping the demand for goods and services, however, they are often difficult to define, not only because of their large number, but also because of the impact of individual variables which is difficult to determine. In many cases, the number of orders placed is strongly dependent on the time at which they are placed. Needs may vary depending on the time of day, week or year. Then we are dealing with the so-called seasonality, which is a very important matter that needs be taken into account in a company which allows to better adapt the company’s activities to customer requirements.

This article describes the seasonality of demand in a company providing domestic road transport services using heavy-duty vehicles. The legitimacy of conducting such analyses and potential benefits were indicated.
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1. INTRODUCTION

The transport of cargo and people are one of the main needs of today's world. The dynamic growth of industrial production and trade results in the constant growth of the demand for transport services. The transport industry plays a very important role in the market economy, ensuring efficient and effective functioning of all of its elements. Complexity and volatility of transport demand poses a challenge for companies providing such services (Borucka, 2018). The problem lies mainly in the multiplicity of factors influencing demand. These factors shape the demand for transport services (Dittmann, 2000; Mitkow et al., 2018) and affect quality thereof, which translates directly into customer relations (Borucka, 2018). Transport demand determinants are often subject to cyclical, repetitive changes, making it possible not
only to predict them, but also to prepare for them. Mathematical tools and methods come in handy in this respect. The application of the selected one shall be presented in this article.

The method of demand analysis was presented basing on transport data provided by the transport company. Multiple regression, which allows to take into account many exogenous variables, was used for this purpose. The forecast was made on the basis of observations of the demand for transport services made in the last 39 months. The aim of the analysis was to present the effectiveness of the use of mathematical tools that are already successfully used in modeling the vehicle flow (Mitkow et al., 2018), their readiness (Borucka, 2018) or in assessing the impact of selected factors on their efficiency and effectiveness (Świderski et al., 2018).

2. RESEARCH METHOD

Describing the variability of occurring phenomena and processes is possible due to the use of stochastic process models. If time is the domain of the stochastic process, then we are dealing with a time series, i.e. a sequence of information ordered in time. Individual observations are recorded with a precise time step. Then the measurements are a set of observations describing the implementation of the analyzed phenomenon and the changes occurring in it. Full identification of the process requires decomposition of the time series, i.e. extraction of all elements present in it. They can be systematic components such as trends, periodic or cyclical fluctuations as well as random components. A mathematical model is selected on the basis of the dependencies between the diagnosed observations (Bielińska, 2007; Dittmann, 2000). In the presented case, it will be a multiple regression.

Regression models are widely used in many fields of science (Chiou et al., 2015; Pupavac, 2018), including transport. They deal with a number of issues related to it, particularly with regard to the sustainable development of transport services. Examples of this include assessment and forecasting of noise pollution (Gulliver et al., 2015; Dintrans & Préndez, 2013), carbon dioxide emissions (Xu & Lin, 2015; Asumadu-Sarkodie & Owusu 2017; Xie et al., 2017), or the level of energy consumption in transport (Hu et al. 2010; Chai et al., 2016). The literature also contains research on driver behavior (Singh et al., 2019), the use of public transport (Chiou et al., 2015), public transport buses arrival time (Singh et al., 2019; Yu et al., 2017, Bai et al., 2015), etc. In Huang et al. (2017) and Aguero-Valverde et al. (2016) for example, multidimensional spatial models for analyzing the occurrence of road accidents were proposed. Regression models work well in all cases where we are dealing with factors that significantly affect the analyzed phenomenon. The review of literature and empirical data gathered determined the decision to use this model in the present article.

Regression belongs to the group of analytical models that require finding mathematical functional dependencies that reflect the implementation of the process. Its main purpose is to forecast, i.e. to extend the analysis to arguments outside the scope of collected empirical data, and to determine how the studied phenomenon will develop in the future (Statsoft, 2006; Sokołowski, 2016). The estimation
of parameters consists in finding the appropriate trend function, and then describing and extracting seasonal and cyclical fluctuations (if there are any). The simplest form of a trend is the linear function (1), describing the implementation of the process of development of the analyzed phenomenon by means of an exogenous variable, in this case – time \( t \), and a directional coefficient \( \beta \), which determines the constant growth of the predicted variable in the unit of time (1).

\[
f_t = \beta_0 + \beta_1 t
\]  

Depending on the structure of the studied phenomenon, a trend can also be estimated using other functions, for example exponential, quadratic or power functions. If there are fluctuations in the process, the trend function shall not be sufficient enough (Maciag at al., 2013; Mitkow at al., 2018).

Fluctuations may occur due to a number of factors. They are determined by the repetitive rhythm of the phenomena: daily, weekly, monthly, etc. thus these are seasonal fluctuations, or they shape long-term, rhythmic fluctuations of the value of the series around the developmental trend, i.e. cyclical fluctuations. To estimate the parameters of such a model the classical least squares method or the maximum likelihood estimate can be used.

Regression enables assigning the value of a variable dependent to specific values of independent variables in an analytical way. Depending on the need, it can take different forms. Its simplest type is simple linear regression, describing the dependencies between variables using a straight line (2).

\[
\hat{y} = \beta_0 + \beta_1 x + \epsilon
\]

where:
\( \beta_1 \) – directional coefficient,
\( \beta_0 \) – absolute term (point of intersection with the axis of ordinates),
\( x \) – independent variable,
\( y \) – dependent variable (endogenous, predicted),
\( \epsilon \) – random error.

If there are more exogenous variables, the multiple regression model may be used, which takes the form (3):

\[
y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_n x_n + \epsilon
\]

where:
\( \beta_0 \) – absolute term,
\( \beta_i \) – model parameters – regression coefficients
\( x \) – independent variable,
\( y \) – dependent variable (endogenous, predicted),
\( \epsilon \) – random error.

Regression factors describe how, on average, the value of the dependent variable \( y \) will change if the value of the independent variable \( x \), to which they refer, will change by a unit, assuming a fixed level of the other independent variables (Mitkow et al., 2018; Sokołowski, 2016).

The situation is quite simple if the independent variables are of a quantitative nature. However, often in the analysis of economic phenomena it is not the case, and variables – as in the analyzed example – are of a qualitative nature. Then their number is limited and they cannot be treated in the way accepted for continuous variables in regression, as they have no economic sense, and the calculated model coefficients
have no economic interpretation. In order to create a regression model, it is necessary to re-code them. Such a qualitative or discrete variable, having several or more categories, is coded to the appropriate number of binary (zero-one) variables, which are used in the regression equation. However, in order to be able to apply the least squares method to model estimation it is necessary to use \( q - 1 \) of artificial variables, because the introduction of \( q \) number of variables, i.e. in the number equal to exogenous variables, will provoke a linear dependence between the regressors, and the \( X'X \) matrix will be singular (Mitkow et al., 2018). This is due to the fact that binary variables sum up to unit. Such a phenomenon is described in econometric literature as a \textit{dummy variable trap} related to binary variables (Bielska, 2000; Mitkow et al., 2018). Such a model is not estimable and therefore the number of artificial variables must always be one unit less than the \( q \) number of categories (levels) identified for a given attribute (feature). Only then is the estimated model correct and consists of an absolute term \( \beta_0 \), the sum of the products of the structural parameters and the binary variables \( D_k \) number \( k = 1; \ldots; q \), representing seasonality, and a random component (4).

\[
y = \beta_0 + \beta_1 t + \delta_1 D_1 + \ldots + \delta_k D_k + \varepsilon \tag{4}
\]

3. TEST SUBJECT

The subject of the analysis was the company's transport operations over the last 39 months. The company owns 23 semi-trucks. The course of the transport operations is shown in Fig. 1.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Demand for transport services in 2016-2019, in thousands of kilometers}
\end{figure}

Source: own study

The chart clearly shows a high seasonality of transport operations. This is confirmed by the calculated, selected measures of descriptive statistics presented in the table below (tab. 1).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Year & Mean & Median & Mode & Standard Deviation \\
\hline
2016 & 200 & 200 & 200 & 30 \\
2017 & 210 & 210 & 210 & 50 \\
2018 & 220 & 220 & 220 & 70 \\
2019 & 230 & 230 & 230 & 90 \\
\hline
\end{tabular}
\caption{Descriptive statistics for transport services demand}
\end{table}
Table 1. Basic measures of descriptive statistics in individual months

<table>
<thead>
<tr>
<th>Month</th>
<th>Mean [Thousands of km.]</th>
<th>Median [Thousands of km.]</th>
<th>Minimum [Thousands of km.]</th>
<th>Maximum [Thousands of km.]</th>
<th>Standard deviation [Thousands of km.]</th>
<th>Coefficient of variation [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>225.9</td>
<td>226.3</td>
<td>221.0</td>
<td>230.0</td>
<td>4.3</td>
<td>1.9</td>
</tr>
<tr>
<td>February</td>
<td>192.5</td>
<td>192.7</td>
<td>191.0</td>
<td>193.3</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>March</td>
<td>173.8</td>
<td>172.4</td>
<td>170.0</td>
<td>180.5</td>
<td>4.8</td>
<td>2.7</td>
</tr>
<tr>
<td>April</td>
<td>166.7</td>
<td>167.3</td>
<td>160.4</td>
<td>172.2</td>
<td>6.0</td>
<td>3.6</td>
</tr>
<tr>
<td>May</td>
<td>158.3</td>
<td>156.1</td>
<td>153.8</td>
<td>165.0</td>
<td>5.9</td>
<td>3.7</td>
</tr>
<tr>
<td>June</td>
<td>151.9</td>
<td>150.6</td>
<td>150.3</td>
<td>154.8</td>
<td>2.6</td>
<td>1.7</td>
</tr>
<tr>
<td>July</td>
<td>150.4</td>
<td>150.7</td>
<td>149.7</td>
<td>150.7</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>August</td>
<td>155.7</td>
<td>157.6</td>
<td>151.4</td>
<td>158.0</td>
<td>3.7</td>
<td>2.4</td>
</tr>
<tr>
<td>September</td>
<td>167.1</td>
<td>166.1</td>
<td>165.7</td>
<td>169.4</td>
<td>2.1</td>
<td>1.2</td>
</tr>
<tr>
<td>October</td>
<td>174.1</td>
<td>172.9</td>
<td>172.5</td>
<td>176.8</td>
<td>2.4</td>
<td>1.4</td>
</tr>
<tr>
<td>November</td>
<td>189.1</td>
<td>189.8</td>
<td>187.2</td>
<td>190.1</td>
<td>1.6</td>
<td>0.9</td>
</tr>
<tr>
<td>December</td>
<td>208.9</td>
<td>209.2</td>
<td>206.2</td>
<td>211.3</td>
<td>2.6</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Source: own study

The specificity of the company's activity causes that the greatest transport needs occur in the winter months, from November to March. The lowest results were recorded in the warm months, i.e. in the period from May to August. Clear differences between individual months are well illustrated by the frame graph in figure 2.

Figure 5. Average transport needs in individual months of the analyzed period

Source: own study
The strong dependence between the services provided and the calendar date should be taken into account in the mathematical model of demand. The graph of transport needs in the studied period (Fig. 1) also suggests the occurrence of a development trend, however, seasonal fluctuations make it somewhat difficult to distinguish it visually. In order to confirm the occurrence of a trend, a mechanical method of determining the trend using moving averages was used. Simple moving averages (3-period, 6-period and 12-period) were determined, the graphs of which are shown in Fig. 3, 4 and 5.

**Figure 6. 3-period moving averages**

Source: own study

**Figure 7. 6-period moving averages**

Source: own study

The graph of 6-period moving averages shows the existence of a trend and its increasing character, which is confirmed by the graph of 12-period moving averages. This means that the mathematical model should include long-term trend and short-term seasonality for individual months, expressed in binary variables in a number of one less than the number of months. Thus, the model will consist of the absolute term, the trend, and the sum of eleven products of structural parameters and binary variables $D_k$ for $k \in \{1, 11\}$ seasonality, as presented in formula (5).

$$y = a_0 + a_1 t + b_1 D_1 + \cdots + b_k D_k$$  \hspace{1cm} (5)
The literature proposes the estimation of the model reduced by the variable with the lowest or highest indication. Then the remaining variables refer to the maximum or minimum level of the studied phenomenon. In the analyzed case, the highest value recorded in January was selected. This means that the seasonal parameter estimates will refer to the “January” level. Therefore, all parameter values for the individual months will be negative, as each parameter will be lower than the value for January. The results of estimation of parameters of multiple regression function and errors in estimation are presented in Table 2.

**Table 2. Results of the estimation of the multiple regression model**

<table>
<thead>
<tr>
<th></th>
<th>b</th>
<th>Std. error of b</th>
<th>t(26)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute term</td>
<td>223.25</td>
<td>1.78</td>
<td>125.53</td>
<td>0.00</td>
</tr>
<tr>
<td>t</td>
<td>0.14</td>
<td>0.05</td>
<td>3.10</td>
<td>0.00</td>
</tr>
<tr>
<td>February</td>
<td>-33.60</td>
<td>2.20</td>
<td>-15.25</td>
<td>0.00</td>
</tr>
<tr>
<td>March</td>
<td>-52.35</td>
<td>2.20</td>
<td>-23.75</td>
<td>0.00</td>
</tr>
<tr>
<td>April</td>
<td>-58.84</td>
<td>2.38</td>
<td>-24.69</td>
<td>0.00</td>
</tr>
<tr>
<td>May</td>
<td>-67.36</td>
<td>2.38</td>
<td>-28.29</td>
<td>0.00</td>
</tr>
<tr>
<td>June</td>
<td>-73.88</td>
<td>2.38</td>
<td>-31.05</td>
<td>0.00</td>
</tr>
<tr>
<td>July</td>
<td>-75.53</td>
<td>2.38</td>
<td>-31.75</td>
<td>0.00</td>
</tr>
<tr>
<td>August</td>
<td>-70.38</td>
<td>2.38</td>
<td>-29.58</td>
<td>0.00</td>
</tr>
<tr>
<td>September</td>
<td>-59.14</td>
<td>2.38</td>
<td>-24.84</td>
<td>0.00</td>
</tr>
<tr>
<td>October</td>
<td>-52.27</td>
<td>2.38</td>
<td>-21.93</td>
<td>0.00</td>
</tr>
<tr>
<td>November</td>
<td>-37.42</td>
<td>2.39</td>
<td>-15.68</td>
<td>0.00</td>
</tr>
<tr>
<td>December</td>
<td>-17.71</td>
<td>2.39</td>
<td>-7.41</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Source: own study
The adjusted coefficient of determination, which determines what percentage of the variation of the dependent variable (Y - endogenous) is explained by the independent variable (X - exogenous) is satisfactory and amounts to 98%, errors in parameter estimation are low and do not exceed 3%. Moreover, the quality of the model is evidenced by the fact that all estimated parameters are statistically significant, which is also satisfactory due to the substantive interpretation of the model and the lack of need to remove insignificant exogenous variables. The graph of empirical and forecast values is presented in Fig. 6.

Figure 9. Graph of empirical and forecast values

Source: own study

4. MODEL DIAGNOSTICS

The basis for assessing the accuracy of matching the theoretical function to the empirical data is the analysis of the differences between the empirical and theoretical values known as the residuals of the model. Confirmation of the correctness of the regression model therefore requires verifying the basic assumptions concerning the residuals, which include checking the normality of their distribution and the existence of significant dependencies of the autocorrelation function.

Figure 7 shows the histogram of the distribution of residuals which indicates that the distribution is close to normal, as confirmed by the calculated statistics of the Shapiro-Wilk test, the calculated value of which is 0.9899 and the test probability is p=0.976, which means that there are no grounds to reject the H0 hypothesis at the level of significance alpha=0.05, indicating that the distribution of the variable is close to normal.
Another factor determining the correctness of the model is the lack of correlation between all the residuals' values, i.e. the confirmation that there are dependencies which were unexplained by the model. For this purpose, the graphs of autocorrelation and partial autocorrelation function, presented in Fig. 8 and Fig. 9 were analyzed.

It turns out that all values of functions are statistically insignificant, which confirms the correctness of the model's construction.
Figure 12. Partial autocorrelation function of the regression model residuals

<table>
<thead>
<tr>
<th>Lag</th>
<th>Cor.</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+,341</td>
<td>1601</td>
</tr>
<tr>
<td>2</td>
<td>+,231</td>
<td>1601</td>
</tr>
<tr>
<td>3</td>
<td>+,388</td>
<td>1601</td>
</tr>
<tr>
<td>4</td>
<td>+,000</td>
<td>1601</td>
</tr>
<tr>
<td>5</td>
<td>+,049</td>
<td>1601</td>
</tr>
<tr>
<td>6</td>
<td>+,090</td>
<td>1601</td>
</tr>
<tr>
<td>7</td>
<td>+,012</td>
<td>1601</td>
</tr>
<tr>
<td>8</td>
<td>+,064</td>
<td>1601</td>
</tr>
<tr>
<td>9</td>
<td>+,031</td>
<td>1601</td>
</tr>
<tr>
<td>10</td>
<td>+,256</td>
<td>1601</td>
</tr>
<tr>
<td>11</td>
<td>+,123</td>
<td>1601</td>
</tr>
<tr>
<td>12</td>
<td>+,161</td>
<td>1601</td>
</tr>
<tr>
<td>13</td>
<td>+,000</td>
<td>1601</td>
</tr>
<tr>
<td>14</td>
<td>+,065</td>
<td>1601</td>
</tr>
<tr>
<td>15</td>
<td>+,089</td>
<td>1601</td>
</tr>
</tbody>
</table>

Source: own study

On the basis of the results obtained, a forecast of transport needs for 2019 was also proposed (fig. 10).

Figure 13. Forecast of transport needs for 2019

Source: own study

After analyzing of the graph in Fig. 10 it seems that the forecast for January is underestimated. However, it should be stressed that each forecast requires monitoring, verification and continuous adjustment to the dynamically changing market. In addition, the forecast plays only an advisory function, allowing to indicate the main directions of change and provides excellent support for management processes. However, it does not provide ready-made decisions.
5. CONCLUSIONS

The analysis showed the possibility of forecasting the transport demand in a company providing transport services. The proposed model revealed not only a clear seasonality of the process, but also the existing upward trend. This information is very important, especially for a company, which, similarly to the studied one, operates its own transport. Firstly, it indicates that there are months in which the transport potential may not be fully utilized. On the other hand, it warns that steadily growing demand may in the near future be the cause of a shortage of vehicles and a failure to fully meet transport needs, especially in the months when these are the highest. This means that it is necessary to review the transport strategy of the company and propose directions that on the one hand, minimize the degree of underutilization of vehicles and on the other hand, protect the interests of the company in the event of demand greater than the transport capacity.

The analysis was limited to the assessment and forecasting of the impact of the calendar month on transport demand. Despite the fact that it provided interesting conclusions concerning the company’s operations, which strongly emphasizes its utilitarian character, the demand is influenced by many other factors, which were not included in this study. Therefore, other factors influencing demand, such as market competition, the level of prices and quality of transport services, size and structure of demand for transport of a given type of cargo, impact of the economic situation, should also be analyzed in future studies. This would increase the scale and adaptability of the company’s offer to market demand by adjusting transport capacity and planning (if necessary) investment measures, the need for which has already been partially articulated in the study presented.

6. REFERENCES


