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Abstract
Penetration rate is one of the most important parameters in determining excavation time in tunnelling operations. Pro-
viding a prediction model or a mathematical relationship can give a better understanding of this issue. A mathematical 
equation between input and output parameters can be optimized by using algorithms such as Particle Swarm Optimiza-
tion and Firefly. Since drilling operations interact between ground and machine, therefore, the effective parameters on 
the penetration rate are divided into two general categories such as machine and geological factors. Effective geological 
factors include internal friction angle, cohesion, specific gravity, shear modulus and groundwater level. In addition, the 
important parameters of TBM are torque, thrust jacks, and rotation speed. By defining an initial mathematical function, 
two optimization algorithms, which look for the most optimal mode, the goal here is the same as the mean square error 
(MSE). Finally, by examining and comparing the performance of two algorithms, using the coefficient of determination 
and the mean square error, it found that the Firefly algorithm has a better performance than the Particle Swarm Optimi-
zation algorithm.
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1. Introduction

Tunnelling in urban areas due to the sensitivities in
these areas has special problems. Nowadays, in urban 
areas, the use of earth pressure balance type TBM (EPB) 
has become much more widespread. One of the ways to 
predict the efficiency of these machines is to estimate 
their penetration rate. Penetration rate is the ratio of ex-
cavated distance to the time during continuous excavat-
ing. Penetration rate is usually expressed in mm per 
round of the excavator or metres per hour.

In general, with an increase in the speed of progress and 
the penetration rate, the duration of the project decreases. 
Checking and predicting the performance of the TBM and 
the parameters affecting it is done in order to increase the 
accuracy and speed of the work along with reducing the 
risks. For this purpose, in the first step, the parameters in-
volved in the operation of the excavation machine, such as 
geological conditions and operational parameters of the 
excavation machine, are discussed. All the desired effec-
tive factors are collected using the previous data available 
from the excavations and geological studies and finally, 

using the available data, an accurate model for the penetra-
tion rate of the machine can be provided.

In general, with an increase in the speed of progress 
and the penetration rate, the duration of the project de-
creases. Considering the importance of predicting the 
penetration rate in tunnelling operations, researchers 
have always sought to find a method to predict penetra-
tion rate value at the same time as TBM construction and 
so far, many theoretical and experimental methods have 
been presented. Yagiz and Karahan (2011) presented a 
nonlinear relationship with the independent variables of 
uniaxial compressive strength, brittleness index, dis-
tance between weak plates and the angle between these 
plates and the tunnel axis, by using the particle swarm 
optimization algorithm by optimizing the coefficients of 
a nonlinear equation.

Torabi et al. (2013) investigated two parameters of 
efficiency and penetration rate of the Tehran-North high-
way service tunnel using neural networks and statistical 
methods. The input parameters of the models that are 
used in this research are: uniaxial compressive strength, 
internal friction angle, Poisson’s ratio and cohesion, and 
it was found that geotechnical parameters have the great-
est effect on the penetration rate of the device. Salimi 
and Esmaili (2013) predicted the penetration rate by us-



Khoshzaher, E.; Chakeri, H.; Bazargan, S.; Mousapour, H. 80

Copyright held(s) by author(s), publishing rights belongs to publisher, pp. 79-86, DOI: 10.17794/rgn.2023.5.7

ing variables of uniaxial compressive strength, Brazilian 
tensile strength, distance of weak plates, slope index and 
angle between these plates and tunnel axis and using 
multivariable linear regression methods, multivariable 
nonlinear methods and neural networks.

Salimi et al. (2016) predicted the performance of 
TBMs in hard rock by using non-linear regression analy-
sis and artificial intelligence with different predictive 
parameters such as UCS, RQD, BTS. Gao and Li (2015) 
predicted the penetration rate of TBM using Support 
Vector Machine (SVM). Gholamnejad and Tayarani 
(2010) used artificial neural network to predict the pen-
etration rate. Jamshidi (2018) used multiple regression 
analysis to predict the penetration rate of TBM using the 
brittleness index. Fatemi et al. (2018) performed a sen-
sitivity analysis on the input parameters with different 
models for predicting the performance of different 
TBMs. Arbabsiar et al. (2020) provided a new model, 
to predict the advance rate of the TBM, in hard rock con-
ditions. The obtained results showed that the newly pro-
posed linear model has better performance than the other 
models. Machine learning and deep learning methods 
excel in solving complex mapping problems and have 
increasingly found successful applications in the engi-

neering field (Yu et al., 2021; Yu et al., 2023). Mou-
sapour et al. (2023) studied functional parameters of 
TBM, including penetration rate, on TBM performance, 
using laboratory simulated machine.

In this study, an attempt has been made for accurate 
calculations and predictions of the behavior and penetra-
tion rate of EPB TBM by using two well-known and 
widely used swarm intelligence algorithms, PSO and 
FFA. Among the parameters involved in this relation-
ship, we can mention the main parameters of the device 
as torque, force of thrust jacks, and cutter head rotation 
speed, and the geological parameters include internal 
friction angle, cohesion, specific weight, shear modulus, 
and water level.

2. The study area

Tabriz metro line 2 is one of the urban train routes of
the Tabriz metro system. This route is about 22.4 kilo-
metres long and includes 22 stations. It starts from the 
area of Qaramelk Lands, after passing Vahdat St. and 
Qaramelk Square (the first station), Akhoni St., Qods St., 
Meydane Kohan, Daneshsara Square, it enters Abbasi 
St. and it extends to Shahid Fahmideh Square and ends 
at Tabriz International Exhibition after passing Bagh 
Misheh and Marzdaran. The outer diameter of the tunnel 
of the Tabriz metro line 2 is 9.49 meters, its inner diam-
eter is 8.48 meters, the thickness of the segment is 35 cm 
and the thickness of the injection area is 15.5 cm. In the 
studied area, the depth of the tunnel varies from 15 to 28 
meters. Excavation is done using an EPB machine. Fig-
ure 1 shows the EPB machine used in the excavation of 
Tabriz metro line 2.

In this section, based on observations from boreholes 
and by examining the results of field and laboratory 
tests, considering the results of geotechnical studies of 
projects close to the scope of the project and based on 
engineering judgment, the geotechnical parameters for 
the design of different layers of soil and rock for the 
length of the tunnel are presented.Figure 1: EPB machine used in the Tabriz metro line 2

Table 1: Statistical values related to the investigated variables

Parameter
Min Max Average Standard 

deviation Variance

Statistic Statistic Statistic Std. Error Statistic Statistic

Machine 
parameters

Torque (MN.m) 1.1 5.3 4.1347 0.0137 0.3474 0.121
Thrust (KN) 7195 36265 22371 186.86 4734.7981 22418.313
Speed (mm/min) 5 55 33.3 0.188 4.7746 22.797
Penetration rate (mm/rot) 4 36 19.09 0.144 3.6576 13.378

Geological 
parameters

Internal friction angle (°) 5.04 28.48 15.58 0.229 5.8062 33.712
Cohesion (KPa) 11.19 58.93 41.35 0.449 11.3885 129.699
specific weight () 1.82 1.97 1.89 0.0017 0.045 0.002
Shear modulus () 28.52 155.2 71.42 1.088 27.5891 761.159
Water table (m) 11 17.8 14.66 0.077 1.9554 3.824
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By examining the results of field and laboratory tests, 
according to the results of geotechnical studies of pro-
jects close to the study area and based on engineering 
judgment, geotechnical parameters have been proposed.

The data set for machine parameters is obtained from 
excavation data from stations 1 to 3. Geotechnical data are 
also obtained from the results of field and laboratory tests. 
For both Gaussian regression and SVM used in this study, 
eight input variables including machine parameters such 
as torque (MN.m), thrust jack force (KN), speed (mm/
min) and penetration rate (mm/rot) and geological param-
eters such as internal friction angle (°), cohesion (KPa), 
specific weight () and water table (m) were used. The only 
output in this study is the penetration rate (mm/rot). Table 
1 shows the maximum, minimum, average, standard de-
viation and variance values of each parameter.

3. Firefly algorithm

The firefly algorithm (FA) is one of the newest opti-
mization algorithms based on swarm intelligence, which 
was first introduced by Yang (Yang, 2009; Yang 2010; 
Yang 2010). This algorithm works similar to the PSO 
and BFO algorithms and even by choosing appropriate 
values for the parameters used in the FA algorithm, its 
performance can be standardized to a large extent simi-
lar to the PSO algorithm. FA algorithm has been mainly 
used to solve continuous optimization problems in un-
constrained mode. Also, recently efforts have been made 
to solve the combined optimization problems using the 
FA algorithm (Sayadi et al., 2010).

Solving unconstrained continuous optimization prob-
lems using the firefly algorithm:

1.  Initializing the parameters. Appropriate values
are attributed to the parameters in which:
 γ: Attenuation coefficient, Max generation (Al-
gorithm termination condition), : The maximum
attraction factor between two fireflies, α: Coeffi-
cient of random displacement vector and m: The
number of fireflies (The variable t is the counter
of the number of repetitions performed).

2.  Initialization of fireflies. An initial population of
fireflies (a set of vectors ) randomly generated in
the problem domain.

3.  The light intensity of the ith firefly.  is determined
by using the value obtained for the objective
function at the point .

4.  If t < Max Generation then go to step 5, otherwise
go to step 11.

5.  For m: i = 1 do steps 6 and 7.
6.  Perform step 7 for m: j=1.
7.  If then move the ith firefly to the jth firefly. For this

purpose, update the position of the ith firefly using
the following Equation 1:

(1)

Where:
β – attractiveness coefficient,
rij – means the distance between ith and jth firefly.
8.  Randomly change the position of the best firefly.
9.  Sort the fireflies based on the values obtained for

the cost function and determine the best answer
obtained.

10.  Go to step 4.
11.  Introduce the best solution obtained during all

 iterations as the solution to the optimization
problem.

In the seventh step, the algorithm of Equation 1 is 
used in order to move the less bright firefly towards the 
brighter firefly. Generally, this equation can be written as 
Equation 2:

 (2)

Where:
β – attractiveness coefficient.
rij is defined as Equation 3:

 (3)

In the above equation, means the kth component of the 
position vector of the ith firefly ( ). It is obvious that in 
Equation 1, due to the presence of term , the in-
tensity of light received from the jth firefly by the ith fire-
fly decreases with an increase of the distance between 
these two fireflies, and as a result, the degree of tendency 
of the ith firefly, also decreases towards the jth firefly 
(which is in a more optimal position). It should be noted 
that if the environment is isolated, the coefficient of the 
second term on the right side in Equation 1, instead of 

, should be considered for example in the form of 
Equation 4:

(4)

On the other hand, in an environment with a constant 
attenuation coefficient (γ), the received light intensity at 
a point at a distance r from the light source, is deter-
mined by equation , where is the light inten-
sity of the source. Therefore, in Equation 1, the combi-
nation of the above two properties (i.e. the law of the 
inverse of the square of the distance and the law of light 
attenuation with a constant coefficient by the environ-
ment) has been used to determine the amount of attenu-
ation of a firefly towards a brighter firefly. Obviously, 
theoretically, instead of using coefficient  in Equa-
tion 1, any other descending function can be used to de-
fine “attractiveness”. For example, in reference (Lu-
kasik and Zak, 2009), the second term on the right side 
of Equation 1, is considered as Equation 5:

(5)



Khoshzaher, E.; Chakeri, H.; Bazargan, S.; Mousapour, H. 82

Copyright held(s) by author(s), publishing rights belongs to publisher, pp. 79-86, DOI: 10.17794/rgn.2023.5.7

Also, in reference (Yang, 2009), it is suggested to use 
a lower attractiveness coefficient like Equation 6:

(6)

Since in Equations 1, 5 and 6 for , β becomes , 
so we call  as maximum attractiveness.

It should be noted that, due to the presence of two 
nested loops in the FA algorithm, the complexity of this 
algorithm is of order . Therefore, the increase in 
the number of fireflies may increase the computational 
load of the algorithm and as a result, its inefficiency. 
However, this increase, leads to an increase in the global 
optimal solution.

3.1.  Choosing the right values of the parameters 
in the FA algorithm

In the FA algorithm, the effect of fireflies on each other 
is determined using the attractiveness coefficient (β). The 
attractiveness coefficient is also affected by two other pa-
rameters: the maximum attractiveness coefficient  and 
the attenuation coefficient γ. The parameter  represents 
the attractiveness between two fireflies when both of 
them are in the same place (maximum possible attrac-
tiveness). Generally,  should be a number between zero 
and one. In the limiting case, by choosing , actually 
a memoryless random search is performed in each firefly 
which searches for the answer alone without cooperating 
with other fireflies. In the limiting case , the bright-
est firefly attracts light with all the power of other fireflies 
(especially those in its neighborhood). In most of the 
simulations, using  leads to relatively satisfactory 
results.

On the other hand, the γ parameter determines how to 
reduce the attenuation of fireflies towards each other by 
increasing the distance between them. For γ=0, the at-
tenuation of fireflies to each other, independent of the 
distance between them, will be equal to a constant num-
ber, which is contrary to the way fireflies work in nature. 
For γ→∞, the attractiveness of fireflies decreases to 
zero, which leads to a random search (without collective 
cooperation) in the problem space. Yang (2010) sug-
gested the using of γϵ[0,10]. In addition, Lukasik and 
Zak (2009) also recommended to use the values of 
Equations 7 and 8 for this purpose, where γ0 ϵ[0,10] and 
rij according to Equation 9.

(7)

(8)

(9)

S is the set of all points in the domain of the optimiza-
tion problem.

The last parameter used in Equation 1, is α, a coeffi-
cient. In most applications, α can be chosen as a number 
between zero and one. Note that if α=1 is selected, all the 
variables of the optimization problem will be randomly 
shifted by ±0.5 to their nominal values.

4. Particle swarm optimization algorithm

Particle swarm optimization (PSO) is another optimi-
zation method inspired by nature, which was invented to 
solve numerical optimization problems with a very large 
search space without the need to know the gradient of 
the objective function. This method was invented and 
published for the first time in 1995 by Kennedy and 
Eberhart (1995). This algorithm is inspired by the 
group life of animals, including insects (such as ants, 
termites, bees, etc.), birds and fish.

So far, the PSO algorithm has been successfully used to 
solve many applied optimization problems, including 
neural network training, power distribution network opti-
mization, process identification, etc. Although efforts are 
being made to solve combined optimization problems us-
ing the PSO algorithm, its application has been mainly 
limited to solving continuous optimization problems.

4.1. Laws governing animal densities of particles

The mass movement of any animal density of parti-
cles can be modelled, using the following three simple 
laws:

1.  Separation (Not too close to each other);
2.  Alignment (Moving towards the average of other

group members);
3.  Cohesion (staying together).

4.2.  Solving unconstrained continuous 
optimization problems using PSO algorithm

1.  Initialization: giving an initial value to a popula-
tion of particles with random positions and veloci-
ties in D dimensions in the search space;

2.  Estimation: making an estimate for the fitness of
each particle in this population;

3.  Update: The speed of each particle is calculated
with Equation 10, movement to the next position
is done based on Equation 11 and θ of each parti-
cle is calculated with Equation 12 (Shi and Eber-
hart, 1998a; Shi and Eberhart, 1998b):

(10)

 (11)

(12)



83 The prediction of EPB-TBM performance using firefly algorithms and particle swarm optimization

Copyright held(s) by author(s), publishing rights belongs to publisher, pp. 79-86, DOI: 10.17794/rgn.2023.5.7

Where:
– initial value of the inertia weight,
– final value of the inertia weight,
– maximum number of repetitions in the PSO al-

gorithm (in order to terminate its execution).

As mentioned before, in most cases, values of 
 and  are used for this purpose. These 

values, which were obtained experimentally and by per-
forming many and varied simulations, lead to satisfac-
tory results in most problems (Xinchao, 2010; Du et al., 
2016). The firefly optimization algorithm and the parti-
cle swarm optimization algorithm are given in Figures 2 
and 3.

5. Fitness function and error values

The mean square error (MSE) is a very common
measure to obtain the best estimate, which is particularly 
desirable among statisticians. Using this criterion, the 
estimate with the lowest mean square error is selected. 
In statistics, the mean square error of an estimate ex-
presses the mean squared difference between the actual 
value and what was predicted. The fact is that the error 
of the mean square is always positive (and not zero) ei-
ther because it is random or because the estimator does 
not account for information that could produce a more 
accurate estimate. Equation 13 is used to calculate the 
mean squared error:

(13)

R-squared correlation is displayed almost everywhere
with the symbol R2, is the most popular measure of the 
goodness of fit of the model and consists of the square of 
the correlation coefficient between y and  (i.e. the sec-
ond power of the correlation coefficient between the ac-
tual values of the dependent variable and the estimated 
values obtained from the model). The correlation coef-

Figure 3: Particle swarm optimization algorithm

Figure 2: Firefly optimization algorithm
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ficient should be between -1 and 1. As a result, R2 which 
is its second power, will be between zero and one. If this 
correlation is high, the model fits the data well (Steel 
and Torrie, 1960; Glantz et al. 1990; Draper and 
Smith, 1998). The R-squared correlation is shown in 
Equation 14:

(14)

6. Objective function

Here, the most important issue is calculating the pen-
etration rate as a parameter that collects the effect of all 
important parameters on the boring machine, which is 
known as the objective function. The results of Equa-
tion 15 which is optimized by two algorithms and its 
optimal coefficients are used in calculating the mean 
square error MSE (error values) and calculating the R-
squared correlation (Fitness function). There are 9 un-
known coefficients (from w to w8) in this equation

 (15)

where torque is in mega-newton metres , thrust force is 
in kilonewtons , speed is in millimetres per minute , pen-
etration rate is in millimetres per rotation (mm/rot), fric-
tion angle in degrees, cohesion in kilopascals , soil spe-
cific gravity in gr/m3, shear modulus in (kg/cm2) and the 
height of the water table in metres .

7. Analysis of results and comparison

In the discussed algorithms, the objective function is
evaluated, which shows the value of each parameter or 
design. In this way, the selection of the objective func-
tion in the algorithm is very important. The function that 
has optimized coefficients, is in the form of a nonlinear 
equation. In Table 2, the most optimal coefficients ob-
tained from the implementation of two algorithms are 
given.

Table 2: The most optimal coefficients obtained from the implementation of two algorithms

w w1 w2 w3 w4 w5 w6 w7 w8

-0.6014 -1.4167 2.1367 0.6081 -0.1331 -0.7976 0.1751 -0.0096 0.7296

Table 3: The results obtained from the optimization models

Model properties PSO FA

Number of data 642 642

Repetition times 1000000 40

MSE 4.310 3.341

R 0.870 0.890

R2 0.756 0.792

CPU-time (s) 70.500 50.070

Figure 4: Correlation diagram of two PSO and FA algorithms

In the mentioned optimization problems, the objec-
tive function is the mean square error function and this 
function is one of the most important compared between 
the three mentioned methods. As seen in Table 3, the 
firefly algorithm (FA) with an error value of 4.541 and a 
correlation coefficient of 0.792 has one of the best per-
formances among the two compared methods.

The correlation chart between the actual and predict-
ed values can be seen in Figure 4 that obtained determi-
nation coefficient by the FA optimization algorithm is 
better than the PSO algorithm.

In innovative methods, getting a more accurate an-
swer at any cost is not acceptable. Time as the only cost 
factor can be an important factor in choosing the most 
optimal method in such problems. In general, the firefly 

Figure 5: Predicted values by two PSO and FA algorithms 
and real values
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algorithm has been selected as the best method among 
the optimization methods. The graph of Figure 5 is a 
comparison between the convergence of the predicted 
and actual solutions, the FA algorithm has better accu-
racy by a small distance.

By repeating the steps and increasing the number of 
steps, the coefficients of the equation gradually converge 
to a specific number. In this case, the values of the fitness 
function gradually take a downward trend and decrease. 
In the diagram of Figure 6, the convergence of the error 
values resulting from the implementation of the PSO al-
gorithm in different stages can be seen.

8. Conclusion

Penetration rate is the most important factor in check-
ing the efficiency of the full-section excavation machine. 
In order to get the most accurate estimate of the penetra-
tion rate in this study, the most up-to-date and smart 
computing methods have been used. From the calcula-
tion methods, the types of linear, non-linear, Gaussian 
regressions and regression by support vector machine 
can be mentioned. The investigated parameters separat-
ed as machine and geological variables. The variables of 
the machine are torque, thrust force and rotation speed 
of the cutterhead. The variables of the geological param-
eters are the angle of internal friction, cohesion, wet spe-
cific gravity, shear modulus and water table.

Two optimizer algorithms were used and compared in 
the study (PSO and firefly algorithms). Among the two 
optimizer algorithms, the firefly algorithm has better ac-
curacy. The error caused by the firefly algorithm 
(MSE=3.341) has a lower rate than the particle swarm 
algorithm (MSE=4.310). The minimum error value for 
the firefly algorithm was obtained in a minimum number 
of iterations compared to the particle swarm algorithm. 
Also, its computing time is less. The error obtained from 
both algorithms is at a level less than unity, which is ac-
ceptable for the proposed problem and indicates suffi-
cient accuracy of the presented models.

The models reviewed in this study are user-friendly in 
terms of application, due to executing a specific code, 

compared to methods such as prediction with ANN (ar-
tificial neural networks) and fuzzy systems. Artificial 
neural networks and fuzzy methods include hidden lay-
ers and equations, which are unfamiliar to users, so par-
ticle swarm and firefly models are superior in this re-
spect. These two algorithms can be used more in tunnel-
related topics in the future due to having the necessary 
accuracy.
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SAŽETAK

Predviđanje strojnoga EPB-TBM bušenja algoritmima krijesnice i optimizacije rojem 
čestica

Brzina bušenja jedan je od najvažnijih parametara u određivanju vremena strojnoga iskopavanja tunela. Izrada modela 
procjene ili matematičke međuovisnosti može pomoći boljem razumijevanju toga izazova. Matematička jednadžba me-
đuovisnosti između ulaznih i izlaznih parametara može se optimizirati korištenjem algoritma optimizacije rojem čestica 
i algoritma krijesnice. Budući da je bušenje u interakciji između tla i stroja, efektivni parametri brzine bušenja podijelje-
ni su u dvije opće kategorije, a to su strojni i geološki čimbenici. Učinkoviti geološki čimbenici jesu: kut unutarnjega 
trenja, kohezija, specifična težina, modul smicanja i razina podzemne vode, a važni parametri TBM stroja jesu okretni 
moment, potisak cilindra i brzina vrtnje. Dva navedena optimizacijska algoritma traže najbolji način rada za postizanje 
vrijednosti srednje kvadratne pogreške definiranjem početne matematičke funkcije. Ispitivanjem i usporedbom procjene 
dvaju algoritama, prema koeficijentu determinacije i srednje kvadratne pogreške, utvrđeno je kako algoritam krijesnice 
ima bolje procjene od algoritma optimizacije rojem čestica.

Ključne riječi: 
EPB-TBM, brzina bušenja, regresija, algoritam krijesnice, optimizacija roja čestica
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